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Introduction and Definitions

Sorenson Video Relay Service (VRS) is a free service for the deaf and hard-of-hearing community that enables anyone to conduct video relay calls with family, friends, or business associates through a certified ASL interpreter via a high-speed Internet connection and a video relay solution (or VRS call option).

What are Video Relay Services (VRS) and Video Remote Interpreting (VRI), and how can video based communication services enhance access in the One-Stops for customers whose primary language is American Sign Language (or other manual sign language)?

Articles


Deaf people and interpreters alike have become accustomed to video relay services (VRS). According to the GA-SK Newsletter, April-June, 2003, video interpreting (VI) has been used in the United States by deaf people in the telephone relay video environment since 2000, with many video relay service (VRS) businesses established in 2002 and 2003. Using VI in the postsecondary classroom environment is a newer endeavor. A recent survey of 110 institutions by the Midwest Center for Postsecondary Outreach found that only four campuses used or provided VI, some using portable equipment and others using classrooms equipped for distance learning courses. My campus, the University of Wisconsin-Milwaukee (UWM), has been experimenting with video interpreting for a campus in another part of Wisconsin. We learned much in the early days of our work and continue to look for ways to improve our service. To
examine postsecondary VRI, we can compare it to VRS through the lens of the four parameters established by Mary Lightfoot for the Spring 2005 Gallaudet online course, "video Interpreting: What is it? What can it be?" They are: ergonomics, legal, interpreting, and technology.


Video remote interpreting (VRI), where at least one of the participants is at a distance, is gaining momentum. It is rapidly becoming an accepted form of communication transmission in medical, legal, business, and educational settings. As a result, the number of companies that provide VRI services has shown dramatic growth in the past year.


Highlights the benefits associated with the web-based technology Video Relay Service for the hearing-impaired people. Advantage of making a business call outside the office for the deaf; Reason for the development of the technology; Similarity of the technology with instant-messaging platforms.


Discusses the significance of location to the use of video-relay service (VRS) by deaf people in the U.S. Advantages of the use of VRS by Stephen Hilbok, vice-president of the Global Private Client Group of Merrill Lynch in Columbia, Maryland; Provision of the Americans with Disabilities Act regarding equal telecommunications access of the deaf; Requirements for the use of the VRS by deaf people according to the regulations set by the U.S. Federal Communications Commission.

Sorenson Video Relay Service – VRS – Expands Communication for Faculty and Students at the Oregon School for the Deaf, Business Wire, Online resource: http://findarticles.com/p/articles/mi_m0EIN/is_2003_Oct_22/ai_109108147/print


Research


A technological solution was investigated as a way of accessing sign language interpretation services from a remote location by people who are deaf. A number of participants including people who are deaf, health professionals, counselors, employers, and sign language interpreters were involved in communication simulations that mimic what occurs in health care delivery environments, counselors offices and employment settings. Our data suggests the use of Internet based video communication equipment can effectively be used to facilitate communication between hearing and deaf individuals. The impact of the delivery of sign language interpretation services over the Internet has the potential to dramatically change the way sign language interpretation services are delivered.

During the years 2001–2004 STAKES implemented a national development project VETURI – networking interpreter services -. Its objective was to improve the preconditions for the availability and quality of interpreter services. The starting point for this development work was to provide a service with a sufficiently large population base, in the form of regionally co-ordinated network co-operation of a variety of stakeholders. A part of the service in the project was given as remote videophone service. Remote interpreting made an interpreter’s work easier because she did not need to travel and was able to work from a familiar work location. New ways to produce services enabled the growth of remote interpretation service. Larger population base and service resources made it possible to bring service also there where it has not been earlier.

Steinburg, Joyce Sidra (2003). The Use of Existing Videoconferencing Technology to Deliver Video Remote Interpreting Services for Deaf Vocational Rehabilitation Clients 2003 Dissertation (can be purchased through UMI Dissertation Services).

This research examined the effectiveness of using existing videoconferencing technology, originally designed to deliver distance learning, to support Video Remote Interpreting (VRI). The purpose of the study was to demonstrate that the technology could facilitate a two-way counseling exchange between a non-signing Vocational Rehabilitation (VR) counselor and a deaf ASL client, in situations when there are no local interpreters available. The study involved 37 deaf clients who participated in VR interviews in which American Sign Language (ASL) interpreting, by CI/CT certified interpreters, was delivered either locally [control condition] or on video from a remote location [experimental condition]. Comprehension of VR programmatic material and satisfaction with the interview process were measured using a questionnaire developed by the researcher. The data were analyzed using group means, Standard Deviations, and t-tests of Independent Means.

Policies and Procedures


These guidelines give a comprehensive review of existing web accessibility guidelines before beginning a discussion of accessibility techniques specific to online cultural content. The document outlines key considerations for creating inclusive online cultural content as well as for translating existing content to other modalities to make it accessible. Suggestions and guidance are provided to the reader around the concept of modality translation for each kind of translation specific to the online environment. Techniques for moving content between audio, visual, tactile and language modalities are discussed and explained at length.


Video communication or video conferencing is becoming a much more commonly used and effective means of interpersonal communication (Finn, Sellen & Wilbur, 1997) such as for distance learning, business meetings and social communication. As hardware becomes more available and less expensive, and software, signal processing and compression technologies become more stable and efficient, there is an increasing interest and experimentation with the technology by the general public and by business.

Distance education is becoming increasingly common in the general population – a trend that is mirrored in programs for students and professionals involved in Deaf education. A review of the literature reveals three distinctive target groups within Deaf education for which distance education serves to advance learning agendas: Deaf students, instructors, and interpreters. This paper will first endeavor to identify and describe the ways in which distance education is positively contributing to Deaf education and training. As a secondary goal, the special considerations and modifications necessary for successful implementation of a distance-learning module targeted toward Deaf students will be discussed. Videoconferencing designed especially for Deaf elementary and high school students, appears to be the most common and successful form of distance education currently since it accommodates American Sign Language communication.


VRS has revolutionized communication access for deaf people and has had a profound effect on the interpreting profession. RID will continue to work as a resource to consumer groups and the FCC as it represents the interests of the interpreters who serve as the heart of this remarkable service. For more information, please visit the RID website at www.rid.org or contact the RID national office.
Summit to Create a Cyber-Community to Advance Deaf and Hard-of-Hearing Individuals in STEM (DHH Cyber-Community)
June 25-28, 2008

<table>
<thead>
<tr>
<th>COMPANY NAME</th>
<th>WEBSITE</th>
<th>ONLINE INTERPRETING</th>
<th>ONLINE CAPTIONING</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birnbaum Interpreting Services (BIS)</td>
<td><a href="http://www.bisvn.com/">http://www.bisvn.com/</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Communication Services for Deaf</td>
<td><a href="http://www.csd.org">http://www.csd.org</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Communications Access Center</td>
<td><a href="http://www.communicationaccess.org">http://www.communicationaccess.org</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Deaflink Inc</td>
<td><a href="http://www.deaflink.com">http://www.deaflink.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>MEJ Personal Business Services</td>
<td><a href="http://www.mejobs.com">http://www.mejobs.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Network Interpreting Services</td>
<td><a href="http://www.networkinterpreting.com">http://www.networkinterpreting.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Sign Language Assoc, Inc</td>
<td><a href="http://www.signlanguage.com">http://www.signlanguage.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Sign Language Interpreting Services, LTD</td>
<td><a href="http://www.signlanguage.com">http://www.signlanguage.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>SignOn VRI</td>
<td><a href="http://www.signonvri.com">http://www.signonvri.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Sorenson VRS</td>
<td><a href="http://www.sorensonvrs.com">http://www.sorensonvrs.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Southern III University</td>
<td><a href="http://www.siu.edu/~dss/distance.htm">http://www.siu.edu/~dss/distance.htm</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Viable VRS</td>
<td><a href="http://www.viable.net">http://www.viable.net</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Deaf Services Unlimited</td>
<td><a href="http://www.deafservicesunlimited.com">http://www.deafservicesunlimited.com</a></td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Fluent Language Services</td>
<td><a href="http://deafcomm.net/contact.htm">http://deafcomm.net/contact.htm</a></td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>American Sign Language, Inc</td>
<td><a href="http://www.asli.com">http://www.asli.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Caption First</td>
<td><a href="http://www.captionfirst.com">http://www.captionfirst.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>captions.com</td>
<td><a href="http://www.captionings.com">http://www.captionings.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Remote CART</td>
<td><a href="http://www.recelcaps.com">http://www.recelcaps.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Sign Shares</td>
<td><a href="http://www.signshares.com">http://www.signshares.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Texas Closed Captioning Services</td>
<td><a href="http://www.texascaption.com">http://www.texascaption.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Viable Technologies</td>
<td><a href="http://www.viabletechnologies.com">http://www.viabletechnologies.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Visual Language Interpreting</td>
<td><a href="http://www.vl-dc.com">http://www.vl-dc.com</a></td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Western Interpreting</td>
<td><a href="http://www.westerninterpreting.net">http://www.westerninterpreting.net</a></td>
<td>YES</td>
<td></td>
</tr>
</tbody>
</table>
Start your career path with CSD. Read here to find our job openings, and even apply online. Your future with CSD begins today.

**CBI/VRS Sign Language Interpreter (PTOCC) (Austin, TX)**

**Community Interpreter/Video Interpreter (Part-Time Occasional)**

**Position Description:**

Provide video interpreting service for Deaf, Hard of Hearing and Hearing consumers based in a Video Interpreting Center working with a pool of Video Interpreters and Management support. Provide Community-Based Interpreting services.

**Essential Functions:**

1. Provide video relay service and video remote interpreting service between Deaf, Hard of Hearing and Hearing consumers.
2. Provide Sign-to-Voice and Voice-to-Sign interpreting/transliterating services via Video Conferencing technology or in community setting.
3. Comply with policies and procedures as outlined by CSD's Interpreting Division.
4. Maintain strict consumer confidentiality.
5. Other projects/duties as assigned.

**Qualifications:**

6. National or state certification Level III or above, NAD Level 4/5 or RID CI/CT/CSC.
7. Must have a good working knowledge of interpreter code of ethics.
8. 3-5 years interpreting experience in a variety of settings.
10. Strong understanding of Deaf culture.
11. Familiarity with Windows-based software.
12. Good articulation and voicing skills.
13. Ability to work well under pressure.

**Salary:** Commensurate with experience and qualifications

**Benefits:** Employee Assistance Program.

**Application Deadline:** Until filled

**Send online application, resume and cover letter to:**
Barbara M. Forinash, SPHR
Human Resources Director
Communication Service for the Deaf
102 North Krohn Place, Sioux Falls SD 57103
(800) 642-6410 or (605) 367-5760 Voice
(605) 782-8454 FAX
bforinash@c-s-d.org

What is Video Relay S?

Sorenson Video Relay Service (VRS) is a free service for the deaf and hard-of-hearing community that enables anyone to conduct video relay calls...

©DOWNLOAD VRS CONTACT CARDS
> Create VRS contact cards

WARNING:
Sorenson Communications is not Conducting a Lotto. Protect Yourself Against Scams.
> Read More

In Partnership with Gallaudet Interpreting Service

Contact / Legal / Disclaimer
Copyright © 2008 Sorenson Communications, Inc. All rights reserved.
What is Sorenson VRS?

Sorenson Video Relay Service (VRS) is a free service for the deaf and hard-of-hearing community that enables anyone to conduct video relay calls with family, friends, or business associates through a certified ASL interpreter via a high-speed Internet connection and a video relay solution (or VRS call option).

Who is Sorenson VRS for?

Video relay calls are placed over a high-speed or broadband Internet connection (i.e. DSL, cable, or T1 line) through an easy-to-use Sorenson VP-100 videophone appliance connected to a TV, or through a personal computer equipped with a Web camera and Sorenson EnVision SL (or Microsoft NetMeeting) software. The deaf user sees an ASL interpreter on their TV and signs to the interpreter, who then contacts the hearing user via a standard phone line and relays the conversation between the two parties. Hearing customers can also place video relay calls to any deaf or hard-of-hearing individual by simply dialing the toll free number 1-866-FAST-VRS (1-866-327-8877) with a standard telephone.

How do I place a video relay call?

Both deaf and hearing users can place a video relay call through Sorenson VRS. To find out more, please click the button below.

How much does a video relay call cost?

All Sorenson VRS calls are free. For high call-volume customers a free Sorenson VP-100 videophone is available.
For customers who prefer to use their existing PC and Web camera, Sorenson EnVision SL, the industry's best video relay software for the personal computer, can be downloaded for free. NetMeeting is also a free download.

**How can I find out more about Sorenson VRS?**

To find out more about Sorenson VRS, please fill out the request for more information form by clicking on the button below.
“What are Video Relay Services (VRS) and Video Remote Interpreting (VRI), and how can video based communication services enhance access in the One-Stops for customers whose primary language is American Sign Language (or other manual sign language)?”

Answer

The Registry of Interpreters for the Deaf, Inc. (RID), a national organization of professionals who provide sign language interpreting/transliterating services for deaf and hard-of-hearing individuals, proposes that video-based communication provides many benefits to deaf and hard-of-hearing citizens by allowing real-time communication and native language accessibility, leading to increased career, educational, and social opportunities. While sign language interpreting has been a recognized profession for only forty years, video-based interpretation has only been around for the past couple of years. There is still much ongoing research into issues surrounding effective practices and standards, especially given the strong code of ethics and professional standards in the sign language interpreting profession. Therefore, before making recommendations on implementing video-based communication in your One-Stops, it is important to first assess the need and market for the services in your community, as well as the compatibility of technology in your One-Stops.

A. Video Relay Services (VRS)

Video Relay Service (VRS) makes it possible for individuals who use sign language (American Sign Language or other manual forms of English/Spanish) to communicate via video-conferencing with a video interpreter through the internet and webcam. The sign language user communicates with the video interpreter via webcam, who then voices/relays the signed conversation over the phone—in real-time—to the hearing caller. By using sign language over the full-motion video, sign language users may fully communicate in their natural language and convey facial expression and cues to ensure nothing gets lost in the translation. With VRS, there’s no typing, no extended delay, and no “GA”s (“Go Ahead” in TTY turn-taking lingo), which can make for hassle-free, faster communication that flows as freely as a natural conversation. As one deaf VRS user states, “for many deaf people, particularly those not yet fluent in English, video relay services that use broadband and webcams are faster and easier to use”, (About.com, ‘Internet Relay Services, Making Calls with Convenience’ 2006).

Video Relay Services are free of charge to all telephone users, deaf or hearing, as mandated by the Americans with Disabilities Act. The Federal Communications Commission (FCC) regulates VRS services and provides the services under contract with a number of agencies. VRS cannot be used as a substitute for in-person interpreting services where both deaf and hearing consumers are in the same...
location: VRS may only be used when consumers are connecting with one another through a telephone connection. Be sure to read and share the federal guidelines for using VRS with your One-Stop management and staff before implementing and marketing the system to customers (a web link to these regulations is listed below in Resources). The FCC indicates that VRS has become a very popular service and offers many benefits to its users, including the following:

- VRS allows persons whose primary language is American Sign Language (ASL) to communicate in ASL, instead of having to type what they want to say.
- Because consumers using VRS communicate in sign language, they are able to more fully express themselves through facial expressions and body language, which cannot be expressed in text.
- A VRS call flows back and forth just like a telephone conversation between two hearing persons. For example, the parties can interrupt each other, which they cannot do with a TTY call (where the parties have to take turns communicating).
- Because the conversation flows more naturally back and forth between the parties, the conversation can take place much more quickly than with text-based Relay Services. As a result, the same conversation is much shorter through VRS than it would be through other forms of text-based Relay Services.
- VRS calls may be made between ASL users and hearing persons speaking either English or Spanish.

Resources

For more information on the technical specifications to make Video Relay Services available in One-Stops for sign language users (i.e., computer, internet, software and video camera requirements, as well as Firewall support and Macintosh compatibility), visit the websites of VRS providers:

  http://www.fcc.gov/cgb/dro/4regs.html
- Federal Communications Commission - FCC Consumer Facts on Video Relay Services
  http://www.fcc.gov/cgb/consumerfacts/videorelay.html
- Federal Video Relay Service (FedVRS), for federal employees
  http://www.gsa.gov/frs/vrs.htm and http://www.fedvrs.us/

FedVRS allows natural telephone communication between sign language and standard phone users.

- Directory of Video Relay Service Providers
  http://www.tdi-online.org/tdi/fs_videorelayservices.html

This material was compiled by TDI to provide information on the various options in Telecommunication Relay Services throughout the United States. TDI is a resource and advocacy center promoting equal access to telecommunications and media access for people who are deaf, late-deafened, hard-of-hearing or deaf-blind. It includes information on VRS options, as well as links to Video Relay service providers.

B. Video Remote Interpreting (VRI)

Video Relay Service is not the same as Video Remote Interpreting (VRI). With VRI, both the deaf/hearing individuals are located in the same room and the interpreter is in a remote location. Instead of having an interpreter physically present with the deaf/hearing parties, the interpreter is located at another location and facilitates communication through a video connection, saving the cost of mileage, travel time, and two-hour minimums. VRI can be used in situations such as staff meetings, doctor visits, conferences, or training sessions. Many businesses can utilize the teleconferencing equipment that they already have on site. Keep in mind that conversations may be a little slower than having an interpreter present in person, due to occasional technical glitches. Also, reading sign language on a two dimensional screen is more difficult than watching a live person, so signs may need to be slower and more clear, necessitating a slightly slower pace.

While many still feel there is no substitute for highly qualified “in person” interpreting service, VRI may be the only option in several situations and may be appropriate when:

- You have no local interpreter available.
- Your regular interpreter is out sick or otherwise not available.
- The local interpreter is not qualified for the situation.
- You prefer not to involve a local interpreter in a very private matter.
- The travel costs for the interpreting service are too expensive.
- You need the interpreter RIGHT NOW! (24/7 Availability).
- You have high speed internet available in your meeting location.
- You can move your meeting to a location that has high speed internet access.

Conversely, according to SignOn, a communication access consultation service, VRI may not be optimal in some of the following situations in which in-person interpreting services may better suit communication needs:

- Situations which are highly emotionally charged.
- Situations with many participants.
- Situations with individuals who are deaf-blind.
- Situations with individuals who are not frequent users of interpreting services.
- Situations with children.
- Situations with some individuals who are mentally ill.

Resources

- Video Interpreting Standard Practice Paper (Draft) & VRI FAQs (Registry for Interpreters (RID) http://www.rid.org/VIC_SPP11_05.doc

RID’s Standard Practice Papers (SPPs) outline the standard practices and positions on various interpreting roles and issues. These SPPs are excellent resources to educate all interpreters, as well as to pass out to customers who are both hearing and deaf, the general public, business contacts, school personnel, doctors and nurses, etc. The Video Interpreting Committee submitted a proposed Video Interpreting Standard Practice Paper for adoption at the RID National Conference in San Antonio, Texas, July, 2005.

- Video Remote Interpreting (VRI) and Computer Aided Real Time (CART) Captioning Services in Minnesota Workforce Centers: A Technology Project to Improve Job Access Opportunities http://sunsite.utk.edu/cod/pec/products/2002/ (scroll down to abstract in Section V: Using Technology)
This session described and reported the results of the Video Remote Interpreting (VRI) pilot project that used videoconferencing technology to help increase access to WorkForce Center services in three Greater Minnesota locations. Through the project, deaf and hard of hearing (DHH) consumers accessed VRI and computer aided real time (CART) captioning services. While DHH consumers prefer face-to-face communication, direct and timely communication is not always possible due to the shortage of qualified interpreters and captioners, particularly in rural Minnesota. The pilot project pooled resources of the U.S. Department of Labor; U.S. Department of Education - Rehabilitation Administration; Minnesota Department of Economic Security - Rehabilitation Services; CSD of Minnesota; The University of Arkansas - Little Rock Rehabilitation Research & Training Center; and the Minnesota Department of Human Services Deaf and Hard of Hearing Services. The full article can be accessed at: http://sunsite.utk.edu/cod/pec/products/2002/latz.pdf

- Video Etiquette – Emily Post Etiquette Advantages
- SignOn: Communication Access & Consultation for d/Deaf, Deaf-Blind, and Hard-of-Hearing People
  http://www.signonasl.com/video.htm

SignOn’s mission is to provide quality interpreting services to the community and to foster continued growth and development in the profession of interpreting. VRI uses videoconferencing technologies to access sign language interpreting services without an interpreter on site. SignOn can provide this service to customers all over the country.

NOTE: Big “D” Deaf vs. little “d” deaf Using a capital “D” for Deaf is a cultural distinction, while small “d” refers to physical deafness. You may also see d/Deaf, which refers to both those who have a hearing loss and do not associate with the Deaf culture, as well as those who do follow the culture. Culture results from a group of people coming together to form a community around shared experience, common interests, shared norms of behavior, and shared survival techniques. The essential link to Deaf culture among the American deaf community is American Sign Language and a common sense of pride in their culture and language. For more on Deaf culture - http://www.aslinfo.com/deafculture.cfm.

NOTE: ‘Deaf-first’ language In the d/Deaf community (which can include d/Deaf, hard-of-hearing, or hearing people), to say ‘Deaf person’ or ‘d/Deaf & hard-of-hearing people’ is widely accepted and used by the leaders in this community like the National Association for the Deaf, Registry for Interpreters and Gallaudet University. The belief behind this is that many people in the Deaf community feel that it is good and right to be deaf and saying ‘Deaf person’ is a positive term, indicative of pride and a communal identity. Some Deaf people prefer ‘Deaf person’ to ‘person who is Deaf’, as this is how they identify themselves and do not feel that this labels them as having a disability. In most cases, when reference is made to the d/Deaf and hard-of-hearing community, the Deaf cultural aspect (that is, the term Deaf as a positive identification and not as a disability) takes the lead and cultural rules apply.

Note to DPNs: If you have comments, suggestions or questions relating to the above topic, please email Jamie Robinson at Jamie-Robinson@uiowa.edu. They may be added to this FAQ and the archived one on the One-Stop Toolkit website.
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Deaf people and interpreters alike have become accustomed to video relay services (VRS). According to the GA-SK Newsletter, April – June, 2003, video interpreting (VI) has been in use in the United States by deaf people in the telephone relay environment since 2000, with many video relay service (VRS) businesses established in 2002 and 2003. Using VI in the postsecondary classroom environment is a newer endeavor. A recent survey of 110 institutions by the Midwest Center for Postsecondary Outreach found that only four campuses used or provided VI, some using portable equipment and others using classrooms equipped for distance learning courses. My campus, the University of Wisconsin-Milwaukee (UWM), has been experimenting with video interpreting for a campus in another part of Wisconsin. (This project was sponsored by UWM, the Wisconsin Department of Workforce Development and the Division of Vocational Rehabilitation.) We learned much in the early days of our work and continue to look for ways to improve our service. To examine postsecondary VRI, we can compare it to VRS through the lens of the four parameters established by Mary Lightfoot for the Spring 2005 Gallaudet online course, “Video Interpreting: What is it? What can it be?” They are: ergonomics, legal, interpreting, and technology.

Ergonomics and Legal

The ergonomics are relatively similar between VRS and VI in postsecondary: an interpreter sits in front of a computer, works within a specified signing space, and needs to be aware of the placement of the computer screen to avoid body and eye fatigue. Beyond ergonomics, according to our experience, postsecondary VI and VRS are quite different. The legal parameters are significantly different because VRS is bound to follow FCC guidelines, which imposes certain legal requirements and restrictions. In the postsecondary arena, the VI interpreters are likely bound by university policies and the RID or NAD codes of ethics. The comparison between VRS and postsecondary VI is even more complex when we analyze other parameters.

Interpreting issues similar in the two environments are clothing, background, lighting, fatigue, working in a two-dimensional environment, and the stress of new working conditions. Beyond those, the nature of interpreting in postsecondary VI is quite different from VRS. First consider content. In the VRS telephone environment, interpreters do not know the topic of a call. Because VI postsecondary courses are pre-arranged, the interpreter will likely know the course and consumers in advance. With appropriate preparation materials, a postsecondary interpreter will simply refer to the course syllabus and prepare accordingly.

A second difference: VRS interpreters must accommodate a wide variety of signing styles and regional differences. This might also happen in postsecondary VRS situations if we begin interpreting for courses taking place anywhere in the United States, which is certainly a possibility for the near future. In general, however, interpreters and consumers would ideally remain the same for one semester.

Turn-taking is an important issue in VRS interpreting. Phone calls have a prescribed etiquette and expected turn-taking. Postsecondary work has standard turn-taking behaviors also, though if a course is mostly lecture, there would be little or no turn-taking. This issue does not exist during small group work or in participatory classes, and then the issues are complex. The interpreter needs to be aware of the group dynamics and turn-taking behavior even though s/he cannot always see the entire class at once.

A number of cities host one or more VRS centers, many with limited supplies of qualified interpreters. Agencies in these communities are struggling to fill community service requests without their normal resources. Many of the preferred interpreters are less available to the community because they are now scheduled in VRS.

Interpreters and agencies must be aware of the concerns coming from the deaf community. It is essential that we consider possible solutions. SLA now trains all certified staff members to allow for more scheduling flexibility between VRS and community work. Rotation systems assure our consumers that their highly qualified staff is available to the community on a regular basis. When we receive specific requests for one of our video interpreters, we can often rearrange schedules to accommodate the need.

We are actively recruiting new interpreters for both community and VRS work. This will allow us to better respond to the needs of the community while assuring interpreters of the benefits and perks found in the VRS environment.

Finally, we are looking at video technology to solve some of the problems. Video remote access may become an answer for the communities feeling the strain of fewer available qualified interpreters.

The field is in the midst of a supply and demand transition. In order to adjust to the changes, we need to improve working relationships between the interpreting offices, the interpreters and the Deaf community.

VRS is a wonderful tool for deaf people.

VRS has meant new job opportunities and increased salaries for interpreters.

As individuals, businesses, and as a profession, we must celebrate what this means for our field and at the same time recognize the dangers of losing interpreters from the community. We need to look for proactive ways to assure a healthy balance between video and community interpreting.

Beyond VRS: Video Interpreting in Postsecondary Environments

By Bambi Riehl, CI and CT
UW-Milwaukee Deaf/Hard of Hearing Program, Midwest Center for Postsecondary Outreach

www.rid.org
Best Practices
By Brenda Cartwright, MS, CSQ, CI and CT, Michigan

DEAR BEST PRACTICES: I took the RID performance test four times before I passed. Apparently, I should be ashamed of this, but on the contrary, I'm thrilled I finally made it! I got very little support over the years from the deaf and interpreting communities. Many people even told me that I should look for another career. This only made me more determined to prove them wrong. It wasn't easy. I took every class (many twice), attended every workshop for miles around, slowly but surely improved, and here I am. I know I will never be able to rest on my laurels, but these same people feel the need to remind me often and publicly of how awful I once was. Please don't tell me time heals. What can I do now?

EXPERIENCED INTERPRETER'S RESPONSE: Don't worry. We've all heard that myth many times, often in an attempt to comfort someone who is in pain. The reality is this: What time does is pass. It's what we do while time is passing that makes the difference. I know people who have had huge tragedies in their lives and because of the way they handled it, were doing fairly well relatively soon. I've also worked with people who have had misfortune in their lives who talk about it as if it were last week when in fact it occurred 15 years ago. They have kept it alive and recent for themselves. You are now a role model for all the up and coming interpreters, and you can teach them all the positive lessons you learned along the way. As for those colleagues you will continue to see at workshops and in the field, it's your attitude that makes the difference not theirs. Congratulations on your accomplishment!

EXPERIENCED DEAF CONSUMER'S RESPONSE: If there is one thing that I have learned, it is who I am and how I act that rubs off on the people around me. My background only impacts how I interact with others if I let it. Your struggle to become an interpreter is now part of your background. It does not define who you are as a whole. I have had many competent interpreters over the years. However, I did not care about their background (and I do know many of them). Again, it is who they are that matters. So if I were you, I would stop focusing on how your struggle to become certified impacts others. You don't have to justify yourself to anyone. Unless there were situations where you reacted poorly or were characterized in an attitude, the past doesn't have to affect the future. You have the ability to be part of the solution. Be honest with yourself and others. Show them you are worthy of their respect, and remember the solution is within yourself. It will not be easy, but good luck.

This column appears monthly in VIEWS with responses from guest interpreters at consumers. Have a question or want to respond? Write to:

Brenda Cartwright
C/O RID
333 Commerce Street
Alexandria, Virginia 22314

Continued from page 17

Technology

While both VRS and postsecondary VI require some of the same basic technology and equipment, there is one major difference. VRS does not require two-way audio with the full-motion video required for interpreting. When VRS interpreters are working, they are communicating in sign language with the deaf consumers and speaking into a telephone to a hearing consumer. The requirement of two-way audio to receive the sound of the postsecondary classroom further complicates the technological aspects for that work. Another technology difference: Some VRS companies have installers who set up the cameras/equipment in deaf consumers' homes. In the postsecondary environment, and in our case, we rely on the expertise of those working at the remote university to purchase the appropriate portable equipment and test the connection between the classroom where the course will be held. This might require many hours of work for both our program and the remote university. On the positive side, once the equipment has been purchased and a student trained in its use, it is generally easy to launch another course at a later date in a different room on the same campus.

Suggestions for the Future

While the postsecondary environment is ripe for the use of VRI because of the ongoing shortage of interpreters, there is room for much research and improvement. A few suggestions for improvement on issues raised above:

- **Standardization of technology/equipment:** It would be helpful if the university/agency providing the postsecondary interpreting would purchase start-up sets of equipment including a camera, software and necessary microphones and batteries to be sent to institutions purchasing the service. This equipment could be lent to them for a semester and define who you are as a whole. I have had many competent interpreters over the years. However, I did not care about their background (and I do know many of them). Again, it is who they are that matters. So if I were you, I would stop focusing on how your struggle to become certified impacts others. You don't have to justify yourself to anyone. Unless there were situations where you reacted poorly or were characterized in an attitude, the past doesn't have to affect the future. You have the ability to be part of the solution. Be honest with yourself and others. Show them you are worthy of their respect, and remember the solution is within yourself. It will not be easy, but good luck.

This column appears monthly in VIEWS with responses from guest interpreters at consumers. Have a question or want to respond? Write to:

Brenda Cartwright
C/O RID
333 Commerce Street
Alexandria, Virginia 22314

Continued on page 30

Continued from page 17
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While both VRS and postsecondary VI require some of the same basic technology and equipment, there is one major difference. VRS does not require two-way audio with the full-motion video required for interpreting. When VRS interpreters are working, they are communicating in sign language with the deaf consumers and speaking into a telephone to a hearing consumer. The requirement of two-way audio to receive the sound of the postsecondary classroom further complicates the technological aspects for that work. Another technology difference: Some VRS companies
WELCOME, NEW MEMBERS!

A heartfelt welcome goes to our new members who joined in April. We’re glad to have you with us!
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PEPNet listserv. Personal post, Lauren Kinast, Coordinator of Interpreting Services, California State University Northridge, January 21, 2005.

Video communication has exceeded our dreams of reality. Let us work together to provide effective encounters of the 2-D kind!

These are small, specific examples to improve the work in the postsecondary VI environment. There is much more we can consider as we forge new developments in VI and VRS. Perhaps there will be more collaboration between universities and VRS call centers. California State University Northridge has already investigated job-sharing situations with a VRS company, understanding that there will be more competition for the best interpreters in cities housing VRS call centers, according to Lauren Kinast, Coordinator of Interpreting Services. (PEPNet listserv post, January, 2005) Universities and VRS providers could go a step beyond job sharing and consider providing VI out of VRS call centers.

While postsecondary VI certainly faces challenges, the popularity of VRS has shown that deaf people have become comfortable with remote technology; using VI in postsecondary environments seems the likely next step to providing more accessibility for deaf students.
Video Remote Interpreting...It’s a Good Thing!

Mary Henry Lightfoot, CI and CT, Maryland, RID Video Interpreting Committee Chair

Video remote interpreting (VRI), where at least one of the participants is at a distance, is gaining momentum. It is rapidly becoming an accepted form of communication transmission in medical, legal, business, and educational settings. As a result, the number of companies that provide VRI services has shown dramatic growth in the past year.

The good thing about VRI is that there are no federal regulations to mandate its use. The challenging thing about it, however, is that there are no professional guidelines for this type of interpreting either.

Sign language interpreters must vigilantly maintain interpreting protocols and professional standards as we progress in this technological era. We must continue to use established interpreting practices such as preparation, matching an appropriate interpreter with the consumer based on quality factors, and limit the length of time an interpreter is required to sign based on fatigue factors. We should also persist in using the process protocols set forth by interpreting standard-bearers like Seleskovitch, Gish, Colonomos, and Cokely.

As interpreters working in virtual settings, the decision-making process becomes critical. Although we can appear anywhere in the country at a moment’s notice, we must perform our task in an informed way.

For guidance, we can look to other fields that have experience with virtual communication such as spoken language interpretation and videoconferencing. We can also transfer some emerging practices used in legal interpreting to video remote interpreting.

Spoken Language Interpreters

Spoken language interpreters have been researching the use of video/audio distance work since the 1990s. The research points to working conditions, stress factors, technology standards, and establishment of best practices. The process of these interpreters involves first researching components of distance interpreting, developing standards, pilot testing, and then forming established practice. The sign language interpreting profession must perform qualitative and quantitative research for evidence of what successful practice entails. We must pair current business methodologies with research-based interpreting methodologies. As Panayotis Mouzourakis stated, "...the best way to ensure the successful introduction of ICT (information and communication technologies) in interpreting is to involve interpreters directly in it, encouraging them to assume direct responsibility for the future of their own profession." Sign language interpreters must become more involved with the establishment of video remote interpreting practices according to setting, parameters needed for consideration, and practical considerations. Thus, the interpreter in VRI settings must be able to assess preparation materials while exploring ways to access content and process information in the most efficient manner possible. Use of technology will aid this process. For example, clients can forward background materials to the interpreter along with the request for services, giving the interpreter time to preview the infor-

Continued on page 7.
Videoconferencing Standards

Videoconferencing is an established form of communication in business, education, and medicine. Protocols have been established to manage the conference process. Room setup, turn taking, use of technical support, and technology standards have all been addressed through research. Videoconferencing for the Real World states, "Several factors contribute to the success of a network of videoconference systems. Among the most important of these are proper design, support from management and users, competent and timely technical support, and effective user training." Of these factors, "user training" is important for our field. VRI users must understand the best practices for using interpreters in remote locations and its limitations. Users must understand that, although we may appear instantly, our work requires more than instantaneous movement of hands and mouth. Partnering with participants is a must when working in this medium.

We need to consider questions such as how media will be used during meetings; what is its impact on the interpretation process; what is available for the interpreter to see; and what arrangements are there for content and logistical preparation (this could involve activities such as faxing and e-mailing materials and having warm-up time with consumers).

Legal Interpreting

Legal interpreting already has guidelines at the federal and state level. In addition, the use of remote interpreting services has been explored and researched for both spoken language and sign language interpreting. Defendants have the legal right to be "present" during proceedings according to Rule 43. Discussion of the concept of "presence" has a bearing on the legal right to proceed with remote services. The concept of presence is defined as being physically present during court proceedings at the federal level. According to United States v. Torres-Palma (2002), Rule 43 states:

"(a) Presence Required. The defendant shall be present at the arraignment, at the time of the plea, at every stage of the trial including the impaneling of the jury and the return of the verdict, and at the imposition of sentence, except as otherwise provided by this rule."

At the state level, video interpreting is currently in practice for a variety of situations. Best practices for remote interpreting for the courts mirror best practices in the field of videoconferencing in many ways.

The California court system performed an extensive pilot project of remote interpreting, including a nationwide survey of the court system's use of remote interpreting services. The study looked across languages and specifically at telephonic interpreting. Many of the findings easily transfer to video remote sign language interpreting.

Looking at VRI from the interpreter's perspective is only one piece of the puzzle. When we look at remote interpreting from a variety of perspectives, we see that it can be a good solution providing easier and faster access to communication, access to quality services, and effective use of fiscal resources. Given the complex task of remote work with important decision-making needs, VRI requires consistent use of the most competent interpreters.

Conclusion

Looking at VRI from the interpreter's perspective is only one piece of the puzzle. When we look at remote interpreting from a variety of perspectives, we see that it can be a good solution providing easier and faster access to communication, access to quality services, and effective use of fiscal resources. Given the complex task of remote work with important decision-making needs, VRI requires consistent use of the most competent interpreters.

Looking at the components of VRI, we must consider appropriate application of modern theory such as "Deconstructing the Myth of Neutrality" by Melanie Metzger. Interpreters must be knowledgeable of technology's affects on our work and use that knowledge to create workable solutions.
RID is working progressively to develop a framework of valuing and validating its members regardless of race, ethnicity, social class, gender, or sexual orientation. Chavez, Guido-DiBrito, and Mallory (1996) developed a diversity development model with a framework consisting of unawareness, awareness, questioning or self-exploration, risk-taking or other exploration, and integration. This framework provides a guide to interacting confidently in and out of our own culture. RID promotes a global view and authentic understanding of embracing diversity within our organization as well as in our personal lives.

Ross-Gordon, Martin, and Brisco (1990) outlined nine characteristics of effectively serving minority populations. Among the nine characteristics, three particularly stand out:

- Preserving the cultural distinctness of groups
- Reaching out to the most disenfranchised
- Sponsoring activities that increase the level of intercultural sensitivity.

The Cultural Diversity in Leadership Committee (CDILC) encourages RID members to recognize and change their mental model related to growing ethnic and cultural diversity of our population. Naisbitt and Aburdene (1990) observed “even as our life styles grow more similar, there are unmistakable signs of a powerful counter trend; a backlash against uniformity, a desire to assert the uniqueness of one’s culture and language.” Improving our knowledge and understanding of other cultures within RID, particularly in relation to our profession, will help us grow as an organization as well as a community of people.
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We must also look at modern questions such as “Will increased use of VRIs lead to globalization of our work?” as is the case with spoken language interpreting.8

Given its complexity, the emergence of video remote interpreting is an exciting challenge. I urge each of us to become involved in its future development through the upcoming RID standard practice paper on video remote interpreting (coming the fall), through an understanding of the technologies that impact our work, and by giving voice to appropriate uses of the medium. ■

Mary Henry Lightfoot, BA, CI and CT is an interpreter, mentor, and interpreter trainer who has worked in the field of interpreting for over 20 years. She currently works for Gallaudet University Interpreting Service and teaches through Gallaudet University’s Graduate School and Professional Programs. Currently, Mary Lightfoot is chair of the RID Video Interpreting Committee and can be reached at Mary.Lightfoot@gallaudet.edu.
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New Telecom Connections for the Deaf

Web-based technology is giving hearing-impaired people more options to communicate more effectively with everyone.

Minutes before a staffwide conference call with the head of his brokerage firm in late September, Danny Lacey logged onto the Internet and contacted a Sprint Corp. relay center in Texas. A communications assistant appeared on Lacey's laptop via a Web camera. Then Lacey, who is deaf, sat back and watched as the Sprint operator relayed the entire call in sign language at the same time that hundreds of his colleagues at Kramer Financial in Austin listened in. Lacey even asked questions in sign language that the operator relayed verbally to the audience. Lacey says this was the first time he was able to participate on an equal footing with the company's other financial advisers.

Lacey's call is one of the most exciting examples of how the Internet is helping deaf, hard-of-hearing, and even speech-impaired people communicate fluidly with the hearing world. The Video Relay Service (VRS) that Lacey used has gained rapid acceptance since its introduction earlier this year. In addition, deaf people now can hold phone "conversations" by sending typed questions and answers via a laptop or personal digital assistant to an intermediary employed by the phone company, who then speaks the written words to the hearing person on the other end of the line.

LESS RESTRICTIVE. That approach is far superior to the former state-of-the-art -- the clunky, nonportable teletype (TTY) machine. About the size of an old Bell telephone, the TTY is a terminal with a keyboard that a deaf person can use to type messages to a phone company operator, who reads them to the other party on the call. The TTY's tiny screen can display only one or two lines at a time, and it must be plugged into an outlet and connected to a landline, which restricts its use and makes it passé in a world gone mobile.

Having the option to make a business call outside of the office via a laptop or PDA is a huge advance for the deaf: It makes them more competitive with other workers and job seekers, and thus more employable in the corporate world. They're also less likely to ask employers for face-to-face sign-language interpreters or real-time captioning, a service that's similar to court stenography and can cost $200 an hour.

By contrast, Lacey, who regularly participates in conference calls from his office, uses video relay and its sign interpreters for free, whenever he wants. "With video relay, the time and cost obstacles are virtually nonexistent," he says. "It's really easy for me to call my hearing clients at a moment's notice."

NO EXTRA CHARGE. Sprint and AT&T have spearheaded efforts to put telecommunications for the deaf onto the Web, largely because they already have exclusive contracts with state agencies to supply traditional TTY services. Moreover, the Federal Communications Commission requires that telecoms try to make their products and services accessible.

With the deaf population proving to be lively communicators on the Internet via e-mail, chat, and instant messaging, Sprint and AT&T chose the Web as an inexpensive way to meet federal requirements and improve communications for some 54 million deaf and hard-of-hearing Americans. What's best about these services is that they're entirely funded by state agencies, users simply pay long-distance charges.

The most basic service -- the one that emulates TTY -- is called Internet Telecommunications Relay Service, or TRS. Deaf people log onto Sprint Relay Online or AT&T Internet Protocol Relay Service and use their computer keyboard to dial a number that connects them to a communications assistant, who converts written messages into spoken words.

JUST LIKE I.M. The TRS sites of Sprint and AT&T have the look and feel of the instant-messaging platforms that already are common on the Web. Their interfaces provide a choice of text and background colors, and Sprint's lets users punctuate their sentences with stylized emoticons, such as a smiley or sad face -- representing a laugh or angry tone of voice. Users can save, print, and e-mail their entire conversation log, an advantage for business calls. They can also choose relay operators who speak Spanish or French Creole.

For the more mobile set, Sprint just launched PCS Vision Service. With a Handspring Treo phone, the hearing-impaired can make calls on a PDA via the Internet, similar to the way they would with a laptop. While users typically pay wireless service charges of around $45 a month, plus the cost of any long-distance calls, the new service is free. "Internet protocol is the technology of the future for those with hearing disabilities," says Mike Ligas, vice-president of Sprint Relay. "They will soon have the same mobility that hearing users have."
Deaf or hard-of-hearing people who choose to use their own voice have an even faster option, called two-line voice carryover, or VCO, which requires only the Internet and a standard phone line. This service is an excellent backup for those who can hear a little but not enough to make a truly independent call.

**INVISIBLE LIAISON.** At the Sprint or AT&T Web sites, they can instruct the operator to call them on their landline or cell phone. They then use the conference button on their phones to dial the party they're calling. The operator becomes an invisible liaison whose only job is to type what the hearing caller is saying into the Web site's dialogue box, while the deaf or hard-of-hearing people speak for themselves.

At the other end of the spectrum is a service for those who can hear but have lost their ability to speak clearly. For this group, phone companies offer speech-to-speech services -- just the opposite of text-to-text telephony. Communications assistants who are trained to understand a variety of speech listen -- and then enunciate the message clearly to the hearing party. Speech-to-speech services are available on both landline and cell phones.

Video relay is likely to be the preferred salvation of people who describe themselves as completely deaf -- and who rely on sign language or lip reading, or a combination. This technology -- the kind Lacey uses -- is provided by Sprint through a partnership with USA VRS and is based on widely available videoconferencing software, such as Microsoft NetMeeting.

"MORE CONNECTED." People who are completely deaf say video is more effective than its text-based counterpart because sign-language operators are trained to convey not just the words of the caller but also the mood. Since it requires no typing, it eliminates delays and makes video an excellent alternative for someone who prefers sign to English. "VRS is very human-like. I feel more connected, and I can express my emotions," says Rene Pellerin, a deaf vocational counselor in Waterbury, Vt. Lacey says his ability to communicate with clients has improved vastly since he started using video in August.

Internet technology for the deaf isn't perfect yet. For one thing, poor image quality can hinder a video call. Though many shrug off grainy or slow images while reading signing via a computer, others get a headache or become frustrated. Lip reading is also affected by jerky video, as small distortions in timing can throw off even the best lip readers. It will take better broadband to fully mitigate such problems.

The bottom line is that the deaf and hard-of-hearing still can't make truly independent -- meaning unassisted -- calls. That will require speech-to-text technology that goes beyond current software. But for now, phone companies deserve applause for putting their services on the Web and for making communications faster and more convenient for millions of people who for decades have had to work extra hard to keep up in a hearing world.
Frustrating Signs at the FCC

The agency regulates a phone service that lets hearing-impaired workers "talk" with clients. Why won't it help people in the same room?

Many deaf people will tell you that video relay -- which allows them to communicate by phone in sign language -- is one of the greatest tools ever invented. Stephen Hlibok is one of those people. A vice-president in Merrill Lynch's (ML) Global Private Client Group in Columbia, Md., he uses video-relay service (VRS) to "talk" with his hearing clients.

Hlibok connects to VRS -- a free, public, on-demand telecommunication service -- with a videophone that sits on top of a TV in his office. Via a high-speed Internet connection, he dials up a call center, which enables two-way live videoconferencing with a sign interpreter, who then contacts the hearing party via a standard phone line. The interpreter relays the conversation to Hlibok in sign language.

For Hlibok, the ability to sign his conversations instead of typing 50 words a minute on a text-based telephone (TTY) has dramatically improved his job performance. "When I first had an interview with my manager 16 years ago, he showed me he could make 100 calls within 30 minutes, but I could only do one TTY conversation in 30 minutes," Hlibok says. With VRS, he says, "my calls have quadrupled."

LOCATION MATTERS. Philippe Montalelte, a software engineer at Sun Microsystems (SUNW), also loves VRS. He uses it about three hours a day to talk to his managers and co-workers or to listen to company presentations. The difference between him and Hlibok? Using it to communicate with colleagues, since Montalelte works from home. "Before I used VRS, I had to go back to the office for meetings and arrange for [on-site] interpreters," says Montalelte. "It was too much work to do."

Why can't Montalelte use VRS in his office? Title IV of the Americans with Disabilities Act (ADA) requires equal telecom access for the deaf, everywhere, including the workplace. According to the Federal Communications Commission, VRS is the functional equivalent of a regular phone call. But here's the catch: VRS can be used only for phone calls between parties in two different locations, according to the FCC.

So while the nation's 28 million deaf and hearing-impaired individuals can use VRS from their homes and offices, they can't use it in daily meetings and presentations when they're under the same roof as their co-workers. For such events, the FCC says the deaf should schedule an interpreter to come to their offices, as Montalelte used to do.

Of course, getting an interpreter isn't only a lot of work, it's also expensive: At about $75 an hour (with a two-hour minimum, plus travel expenses), an in-house interpreter can be anything but a cost-effective and convenient solution.

NEGLECTED ALTERNATIVE. In some ways, FCC oversight of VRS is a good thing. The service must meet rigid technical and customer-service standards, including round-the-clock access over a heavily secured network. Interpreters must be competent to handle all types of subject matter, and all calls have to be confidential. Quality and speed are important, too, since sign language involves rapid hand, arm, and finger movements, as well as changes in facial expressions and lip movements.

Phone companies such as AT&T (T) and Sprint (FON) and video-technology outfits like Salt Lake City-based Sorenson Media supply the equipment and operate call centers that employ certified sign interpreters. Through a federal fund administered by the National Exchange Carrier Assn. (NECA), a pool of telecoms, providers are reimbursed about $14 per minute. In fiscal 2004, NECA set aside $115 million to compensate providers for providing telecom services to the deaf.

Yet the FCC's rules can also backfire. Not everyone can work from home, as Montalelte does. And the FCC won't fund or regulate video-remote interpreting (VRI), a lesser-known service that offers the deaf another way to connect with colleagues. VRI is designed for communication between people in the same room -- colleagues, for example, or a doctor and patient at a hospital.

UNTAPPED POTENTIAL. VRI, which is offered by select sign-interpreting agencies, uses a high-speed Internet connection to link a deaf employee to a VRI sign interpreter via a videoconference. Unlike VRS, which is designed for two-way communication over a phone line, VRI is more like a transcription service for the deaf, relaying what is being said in meetings to them in sign language. The cost per minute is $1.75 to $3, usually sold in 15-minute blocks. Employers who use it foot the bill for the service and equipment.
The FCC contends that because no physical phone call is being placed to an outside party, VRI is out of its jurisdiction. While the agency may be sticking to the letter of the law, it's hardly true to the spirit of the law. Without regulatory standards, VRI will never be as useful as VRS. It's not an on-demand service, its use must be scheduled ahead of time, and interpreters aren't required to be certified or to take every call.

Also, the FCC is balking at the high cost of VRS. Last June, it temporarily slashed VRS compensation rates to $7.75 per minute from $14, and put the rates under review. NECA says one of the reasons VRS is more expensive is because its interpreters are available on-demand and highly skilled, which means higher labor costs. But the FCC says VRI and VRS are "essentially the same" services, so they should have similar costs.

BIG BENEFITS. The FCC's hands-off approach keeps VRI from reaching its potential as a workplace tool for the deaf. The agency should consider opening up a separate pool to fund more highly skilled VRI interpreters and some on-demand services or to reimburse companies for video-conferencing gear. In Britain, government grants cover 80% to 100% of the cost of services, adaptations, and equipment required by disabled people for the working environment, including VRI.

Why not let deaf employees tap into on-demand VRS call centers, even at a higher cost per minute to their employer than VRI, or during limited hours? Advances in broadband and video technology make this an increasingly viable and cost-effective choice. As more employers seek to comply with the ADA and offer "reasonable accommodations" to disabled workers, they will be more open to bringing video-relay gear into their offices and conference rooms.

Access to on-demand interpreting at the office -- whoever pays and however the call is routed -- will help deaf employees stay on top of their game. For the deaf, a wider range of options for video relay at work add up to a richer work experience, better productivity, and maybe even a glowing yearend performance review.

Robitaille is a reporter for BusinessWeek Online in New York
Jeff Kelly used to tell his girlfriend, Terri Vincent, that before calling him at work, she should "be prepared with what you want to say."

Kelly, a 29-year-old Frederick resident, wasn't being rude; he was just acknowledging the time-consuming nature of their calls. Because Vincent, 25, is deaf, she had to type her message into a computer or hand-held pager and transmit it over the Internet to a go-between in a remote location. This intermediary would call Kelly, read Vincent's words to him and then keyboard Kelly's reply into a computer and forward it to Vincent.

This slow, cumbersome process, known as Internet protocol relay (IP Relay), stripped conversations of emotion, nuance and spontaneity. But many deaf people who are comfortable with American Sign Language (ASL) have begun using a faster, easier system called video relay service (VRS), one of several emerging technologies designed to improve life for people who are deaf or hard-of-hearing.

To reach Kelly from her home in Frederick, Vincent now uses a videophone connected to a standard television monitor. When her call to a VRS interpreter is connected, Vincent's TV shows a split screen of two live images: the interpreter on one side and Vincent herself on the other. (The videophone includes a camera and transmits images over a high-speed Internet connection.)

Using sign language, Vincent asks the interpreter to call Kelly, who is frequently away from his office and available only via cell phone. When Kelly answers, the interpreter signs his words as Vincent watches on her screen. When Vincent signs back through the videophone, the interpreter voices the message on to Kelly with little pause.

Finally, Kelly said, "it's a normal conversation."

"This technology just really puts us on a level playing field," said Vincent in an interview assisted by an interpreter.

Lisa Marie Wilson, 27, a financial management specialist at the National Institutes of Health, agreed. "The videophone has changed the deaf community's lives -- changed our world," said Wilson, speaking through a VRS interpreter.

VRS is free to the deaf through the Americans with Disabilities Act. According to the Federal Communications Commission, 7,215 minutes of VRS interpretation was used in January 2002, the first month the service became generally available. By June 2005, usage was up to 2.1 million minutes.

**Full Conversation**

Thanks to VRS, a phone conversation with a deaf person is no longer a dry, impersonal affair. One key reason is that VRS lets deaf people express and perceive mood and personality. Contrary to common belief, said Billy Kendrick, an interpreter at Visual Language Interpreting in the District, ASL is not English represented word for word through
signs but rather a language all its own, with signs representing nuanced phrases and thoughts.

Meaning is also conveyed by how a deaf person uses space while communicating. For instance, signing "is generally enlarged when there's high emotion involved," like excitement, anger or shock, Kendrick said. A VRS interpreter might speak sharply or slow down his speech for emphasis to convey those feelings to the hearing party.

How many people use ASL is unknown. "Researchers in the field of deafness are confident [that the number is] more than 250,000, and would be surprised if it were more than 1 million," said Ross Mitchell, a research scientist at Gallaudet Research Institute, part of Gallaudet University, a college for the deaf in Northeast Washington.

Wilson says VRS has allowed her to remain close and communicate regularly with family in Boston.

"My family [all of whom are hearing] really prefers video relay services over the text relay services," said Wilson through a VRS interpreter. "The sign language interpreters can see if I'm happy or sad and can relay that in their interpretation." (When face to face with family members, Wilson said, she signs and speaks simultaneously.)

With text communication systems such as IP relay or e-mail, said Wilson, "misunderstandings happened quite frequently." Even with family members, Wilson said, she often had to tell them explicitly, "I am happy."

Another plus: With VRS, "I can interrupt" before the translator is finished, just as people routinely do in spoken conversations, Wilson said. "With text relay, I can't do that," since the messages would become garbled. This ability makes even mundane calls -- like getting insurance quotes -- a lot easier, she said, probably cutting in half the time needed for such a call.

Robert Rice, president of BayFirst Solutions, a District-based management and technology consulting firm, is deaf and often uses phone interviews to screen job candidates. He appreciates VRS and a Web camera/computer variant instead of a videophone.

"Trying to do a phone interview was extremely difficult" with text communication, Rice said through a VRS interpreter. "Now, I can see the personality [of the candidate] on the phone by way of the interpreter."

Rice cannot actually see the job applicant, but the interpreter aims to convey more than just the hearing person's words.

"A good VRS interpreter will indicate via a roll of the eyes or an exasperated facial expression that the candidate is bored," Rice wrote in an e-mail. "The twiddling of the thumbs or a twirl of the hair may be expressions chosen by the interpreter to indicate extreme boredom, if it is clearly sensed in the candidate's voice." Sometimes, he wrote, an interpreter will "state directly [in sign language] ... if the hearing candidate seems enthusiastic, bored, polished or inarticulate."

The speed of the new technology improves communications, too. With text-based calls, said Claude Stout, executive director of the advocacy group Telecommunications for the Deaf Inc., or TDI, most deaf people could type "40 words per minute. But now, with VRS, we sign ... about 200 words per minute."

Continued Stout, through an interpreter, "With VRS, there's no lag time, no delay, [so hearing] people in the community are willing to call us. They don't feel dread in calling us -- that translates into employment and education opportunities."

But Rice points out that with demand for VRS interpreters high -- this is also true for services like in-person interpreting in schools and hospitals -- initiating a call can take patience: "Sometimes it can be forever. This morning, I had to wait maybe five to 10 minutes."

Some deaf people have taken the interpreter out of the equation altogether when speaking with other people who know ASL: They simply sign to one another through videophones or Web cameras.

"I have a friend who lives in Minnesota," Wilson said via a VRS interpreter. "Through the videophone, I can see my
friend as well as her baby. . . . Since I can verbalize, I call [the baby,] who is hearing, and she will look up and walk toward the [videophone] -- a wonderful experience, really."

**Old and New**

VRS doesn't mean the death of IP relay or older text-based formats like TTY (a tool that typically lets a user see only one line of text at a time). For instance, TTY is the only way for deaf people to call 911 directly, since Internet technologies make it difficult to identify a caller's location.

Despite the awkward features of the IP relay system, Kelly and Vincent aren't ready to abandon it; unlike VRS, IP relay is something Vincent can use when she's away from a computer screen or videophone. Her T-Mobile Sidekick pager allows her to place IP relay calls and send and receive other types of text messages.

For all of the new system's virtues, there still are times when even a skilled VRS interpreter just can't do a fully convincing job.

For Kelly, it's "most awkward, when [his girlfriend's interpreter is] a man," he said. In that case, Kelly might hear a male voice saying: "I love you, baby. I'll see you later."
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The Oregon School for the Deaf (OSD) and Sorenson Media(R) announced today that OSD will implement Sorenson Video Relay Service(TM) (VRS) for both its students and staff. OSD decided to adopt Sorenson VRS based on its ability to deliver the highest-quality video relay service through its state-of-the-art video relay solutions and reliable interpreting service.

"OSD offers a full range of curriculum and provides individually designed instruction for students leading to a variety of post-high school options, including college, competitive employment, and supported work," said Jane Mulholland, director at the Oregon School for the Deaf. "Sorenson VRS is a resource that will not only be utilized by students daily on campus, but also when they graduate and rely on the service to communicate for employment and other pursuits."

Sorenson VRS enables deaf and hard-of-hearing individuals to effectively and naturally communicate with the hearing world. Using the Sorenson VP-100(TM) videophone appliance connected to a TV, or a personal computer equipped with a Web camera and Sorenson EnVision(R) SL video relay software or Microsoft(R) NetMeeting(R), both deaf and hard-of-hearing users are able to place calls to family, friends, or business associates through an American Sign Language (ASL) interpreter.

Several Sorenson VP-100 videophones have been installed in school buildings, the Deaftech Lab, the Outreach Center, and the student dorms. Additionally, VRS training is being incorporated into the communication and transition curriculums, thus helping students prepare for independent living and employment.

Mulholland added, "The Sorenson videophone technology and relay service was demonstrated to families and visitors at a recent open house at OSD. Many parents and students explained how this technology has positively impacted their family communication."

"With my son away at OSD, Sorenson VRS has greatly improved the way we communicate and therefore, changed our relationship for the better," said Jessica Thirkell, hearing mother of OSD deaf student, Austin Martini. "Being able to communicate instantaneously has allowed him to reach me in an emergency, when he has had a bad day, or when he has had the best day of his life. I no longer have to wait for the weekends to catch up with him. Sorenson VRS lets me know now. That is a huge relief to a mother who doesn't get to see her child every day."

"Sorenson VRS is honored to be selected by OSD," said Pat Nola, COO at Sorenson Media. "Whether students are staying in touch with loved ones while away at school, sharing an
experience with a close friend, or contacting a faculty member about a class project, Sorenson VRS continues to be the ideal communication bridge for deaf and hard-of-hearing students."

About Sorenson VRS

As a service to the deaf and hard-of-hearing community, Sorenson Media developed the Sorenson Video Relay Service (VRS), an exclusive integrated solution of videophones and video relay software that offers the highest-quality video relay service in the nation. The deaf and hard-of-hearing are able to conveniently place video relay calls to anyone through either the Sorenson VP-100 videophone appliance connected to a TV, or a personal computer equipped with a Web camera and Sorenson EnVision SL video relay software or Microsoft NetMeeting. Hearing users who want to place a video relay call through a standard telephone line to a deaf or hard-of-hearing user may access Sorenson VRS toll free by calling 866-FAST-VRS (866-327-8877) and giving their contact information (i.e., name, videophone number, or IP address) to the video relay operator. Sorenson VRS takes care of the rest by routing the call with the user's preferences through the Sorenson VRS Call Center to a certified interpreting agent. For more details on Sorenson VRS, please visit www.sorensonvrs.com.

About the Oregon School for the Deaf

Established in 1870, the Oregon School for the Deaf (OSD) is one of Oregon's oldest and proudest state-operated programs. OSD is an important part of the Oregon Department of Education's services to children, families and school districts in the state of Oregon. OSD provides comprehensive, specialized, educational services for children who are deaf or hard-of-hearing in a setting that is communication accessible through the use of American Sign Language by all staff. High-quality teachers, educational support services specialists, and residential staff work closely with parents, school districts, and other professionals and community partners to meet the needs of each child. Approximately 140 students who range in age from 5 to 21 are served at the Salem campus, while the Outreach program serves as a clearinghouse for information about deafness for Oregonians of all ages.

About Sorenson Media

Sorenson Media (www.sorenson.com and www.sorensonvrs.com) is the recognized technology leader in video services, video compression, and video communication to improve the quality of communication over the Internet. The company's products and services include the industry's highest-quality video relay service, award-winning video compression solutions, and the market-leading broadband Internet videophone technology.

(C) 2003 Sorenson Media. All products and brand names are trademarks or registered trademarks of their respective owners.
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Abstract
A technological solution was investigated as a way of accessing Sign Language interpretation services from a remote location by people who are Deaf. A number of participants including people who are Deaf, health professionals, counselors, employers, and Sign Language interpreters were involved in communication simulations that mimic what occurs in health care delivery environments, counselors offices and employment settings. Our data suggests the use of internet based video communication equipment can effectively be used to facilitate communication between hearing and Deaf individuals. The impact of the delivery of Sign Language interpretation services over the internet has the potential to dramatically change the way Sign Language interpretation services are delivered.

1. Introduction
Clear communication is essential for effectively interacting with people in many important situations such as when accessing health care services, government services or when interacting with employers. A portion of our population use Sign Language as their primary communication language. Sign Language is a visual language which is complete and includes its own culture. There are several variations of Sign Language such as American Sign Language (ASL) and Langue des Signes Québécoise (LSQ) which is similar to the concept of having various spoken dialects as found around the world. This project investigated and developed feasible technological solutions that can eliminate some of the communication barriers, and evaluated the technological solutions effectiveness, using simulations of real life scenarios encountered by people who are Deaf. In addition, the project tested the technology during the first inter-provincial remote Sign Language interpretation session using LSQ between Bathurst, New Brunswick, Canada and Montreal, Quebec, Canada.

The importance of this project is driven by the need for a solution to provide Sign Language interpretation services to people who are Deaf when they access health care services. The Canada Health Act mandates universal medical coverage to all its citizens. The primary objective of Canadian health care policy is to protect, promote and restore the physical and mental well-being of residents of Canada, and to facilitate reasonable access to health services without financial or other barriers [1]. Language barriers have been demonstrated to have adverse effects on access to health care, quality of care, rights of patients, patient and provider satisfaction and patient health outcomes [2]. Both case study literature and recent prospective studies indicate that absence of accessible services often results in failure to utilize preventative care, and delayed presentation for care [3][4]. Failure by a health care provider to take steps to remove any communication barriers that may result in misunderstandings by the patient, therefore providing invalid consent to treatment, could result in hospital liability [5]. The error rate of untrained "interpreters" (including family and friends) is sufficiently high as to make their use more dangerous in some circumstances than no interpreter at all. This is because it lends a false sense of security to both provider and client that accurate communication is actually taking place (US Office of Minority Health, 1999). Fear of losing confidentiality when professional interpreters are not available may result in both avoidance of care and reluctance to disclose information that may be embarrassing or stigmatizing [4][3]. A landmark ruling in 1997 by the Supreme Court of Canada determined that hospitals were required to provide interpreters for patients who are Deaf [6]. A study by Zazove in 1993 revealed in a survey of 87 people who are Deaf that 59% stated they understood their doctor "sometimes" or "not at all" [7]. The patients also noted their health care providers often wrote illegibly or wrote notes that were beyond their literacy level.

The use of a Sign Language interpreter is often the only way non-signing individuals can communicate effectively with people who are Deaf [8]. Accessing interpreters in an emergency situation is often difficult in rural areas. Interpreter accessibility for people who communicate using LSQ outside of Quebec and for people who communicate using ASL in the province of Quebec is also difficult to arrange in a timely manner.

Using modern technology, services in Sign Language can be delivered to remote and rural areas from a distant location where a health professional who communicates in
Sign Language resides [9]. This has been successfully implemented using dedicated high bandwidth communication lines with mental health professionals proficient in Sign Language at the remote station [9]. The concept of using a video conferencing link to provide interpretation has been applied in a number of areas and several firms in the United States provide "video relay" interpretation services. Using this service, when a client wishes to telephone someone, the client and the interpreter use a videoconferencing system to converse using ASL and the interpreter then speaks on the telephone with the person to be contacted. These systems are most often built around multiple ISDN telephone lines that allow data transmission at 128Kbits/second. They are relatively expensive and generally are unavailable in a practical way in a small facility or home. The minimum bandwidth to provide 30 frames per second video at reasonable resolution is approximately 400Kbits/second, which requires roughly three ISDN telephone connections. Video conferencing used in commercial and hospital applications frequently use double the number of lines. Internet based interactive video offers an alternative that has the potential to be equivalent or better picture quality, less expensive, and more convenient [10][11]. These concepts are modified and refined in this project to investigate the provision of Sign Language interpretation services to people who are Deaf using the services of a remote interpreter via the internet.

2. Methods

2.1 Project locations

The project required the location of equipment at a number of different sites to facilitate the collection of data. Systems were located in Saint John, Moncton, Fredericton and Bathurst in the province of New Brunswick and a system was located in Montreal, Quebec (see Figure 1).

![Figure 1. Project equipment sites in Canada.](image)

2.2 System design

The video communication systems used in this project were developed by Polycom Inc.. The Polycom equipment was chosen due to their product quality, affordability and because of the availability of their small computer based unit, the Polycom ViaVideo system, which is compatible with their other video communication equipment. The system cost was identified as an important aspect of the solution if widespread use was to become a reality.

Two different types of Polycom systems were acquired for the project, namely SP128 Viewstation systems and ViaVideo systems. The SP128 Viewstation systems were used with a 27" television screen mounted on mobile carts and resembled typical videoconferencing equipment.

![Figure 2. ViaVideo system on infusion pump stand.](image)

The ViaVideo systems were used with Pentium 4 based computers, both desktop systems with 17" flat screen displays and notebook computers. Two of the desktop computer based ViaVideo systems were mounted on mobile infusion pump stands (see Figure 2) so they could easily be moved around and raised/lowered in a medical setting. The infusion pump stand was chosen because it provided a safe means of raising the screen and ViaVideo camera vertically allowing for viewing and video capture of signing when a client was lying on a hospital bed. Two other desktop computer based ViaVideo systems were mounted on mobile multimedia carts allowing for easily repositioning the systems within an office setting. There were also additional ViaVideo systems used with notebook computer systems for mobile use.

The systems connected to the internet via ADSL connections. The ADSL connectivity was rated capable of up to 640 kbps upload and 2Mbps download.
The SP128 Viewstation systems needed a router to provide a user name and password to the ADSL modem to establish a connection to the internet. The computer based units could connect directly to the ADSL modem. In addition to the ADSL connectivity, some testing was done using the University of New Brunswick computer network and high speed cable internet connectivity as well.

2.3 Applications

The applications being investigated as part of this project focused on the use of the equipment to access the services of a Sign Language interpreter located in another city or province. The Sign Language interpreter facilitates communication between the person who is Deaf and the hearing person by signing the hearing person’s speech to the person who is Deaf and vocalizing the signed communication to the hearing person (see Figure 3). In particular, the usage of the equipment was evaluated when accessing physical health care services, mental health services, community and social health services, employment counseling and employment related meetings. In addition, usage when communicating in both American Sign Language (ASL) and Quebec Sign Language (LSQ) was validated.

2.4 Data acquisition

Data was collected using questionnaires that were completed following simulated sessions of typical encounters between people who are Deaf and hearing participants in the target applications for the project. The target applications were physical health care services, mental health services, community and social health services, and employment related services. The questionnaires were completed by the three main participants in the simulated sessions, namely the client/patient who is Deaf, the Interpreter and the Health care/Information provider. The questionnaires gathered information about the session characteristics, technology quality and session experience. Additionally, some testing, data gathering and analysis was done to get a better understanding of the impact of the different internet connectivity options we were experimenting with.

3. Results

The following tables summarize the results from the technological aspects of the questionnaires completed by all the project participants as well as some observations made of the system performance when using different connectivity options.

<table>
<thead>
<tr>
<th>Question</th>
<th>Client</th>
<th>Health Care Professional</th>
<th>Interpreter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session length (in minutes)</td>
<td>4.88</td>
<td>12.41</td>
<td>2.47</td>
</tr>
<tr>
<td>Picture quality*</td>
<td>5.67</td>
<td>12.41</td>
<td>2.47</td>
</tr>
<tr>
<td>Sound quality*</td>
<td>NA</td>
<td>4.82</td>
<td>1.88</td>
</tr>
<tr>
<td>Used finger spelling</td>
<td>60%</td>
<td>NA</td>
<td>70.59%</td>
</tr>
<tr>
<td>Quality for finger spelling*</td>
<td>4.71</td>
<td>12.41</td>
<td>2.47</td>
</tr>
<tr>
<td>Position of system when sitting*</td>
<td>5.12</td>
<td>12.41</td>
<td>2.47</td>
</tr>
<tr>
<td>Position of system when lying down*</td>
<td>5.56</td>
<td>12.41</td>
<td>2.47</td>
</tr>
<tr>
<td>Comfort level with system*</td>
<td>5.29</td>
<td>12.41</td>
<td>2.47</td>
</tr>
<tr>
<td>Suitability of system for task*</td>
<td>4.88</td>
<td>12.41</td>
<td>2.47</td>
</tr>
</tbody>
</table>

Table 1. Physical / mental health sessions (n=17)

Table 1 contains the results from the physical/mental health sessions. There were a total of 17 sessions in this category with a distribution of 10 different clients, 6 different information providers and 3 different interpreters. A six point linear scale was used for items marked with a * which assigns a value of 6 for best and 0 for worst. The values listed in Table 1 are the mean response from each group with the standard deviation listed in brackets below the mean value. All clients indicated they understood the health care professionals and thought the health care professionals understood them. All information providers indicated they understood the clients and thought the clients understood them.

Table 2 contains the results from the community and social health, employment counseling, and employment related meeting sessions. There were a total of 23 sessions in this category with a distribution of 16 different clients, 8
different information providers and 3 different interpreters. A six point linear scale was used for items marked with an asterisk which assigns a value of 6 for best and 0 for worst. The values listed in Table 2 are the mean response from each group with the standard deviation listed in brackets below the mean value. All clients indicated they understood the information providers and thought the information providers understood them. All information providers indicated they understood the clients and thought the clients understood them also.

Table 2. Community and social health, employment counseling, and employment related meeting (n=23).

<table>
<thead>
<tr>
<th>Question</th>
<th>Client</th>
<th>Information provider</th>
<th>Interpreter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session length (in minutes)</td>
<td>14.00</td>
<td>(7.34)</td>
<td></td>
</tr>
<tr>
<td>Picture quality*</td>
<td>4.5</td>
<td>(1.19)</td>
<td>3.65</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td></td>
<td>(1.67)</td>
</tr>
<tr>
<td>Sound quality*</td>
<td>NA</td>
<td>5.13</td>
<td>4.26</td>
</tr>
<tr>
<td></td>
<td>(0.97)</td>
<td></td>
<td>(1.18)</td>
</tr>
<tr>
<td>Used finger spelling</td>
<td>80%</td>
<td>NA</td>
<td>86.96%</td>
</tr>
<tr>
<td>Quality for finger spelling*</td>
<td>4.57</td>
<td>(1.12)</td>
<td>3.68</td>
</tr>
<tr>
<td></td>
<td>(0.97)</td>
<td></td>
<td>(1.32)</td>
</tr>
<tr>
<td>Position of system*</td>
<td>5.09</td>
<td>5.22</td>
<td>5.47</td>
</tr>
<tr>
<td></td>
<td>(0.97)</td>
<td>(0.95)</td>
<td>(0.84)</td>
</tr>
<tr>
<td>Comfort level with system*</td>
<td>5.32</td>
<td>5.57</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>(0.78)</td>
<td>(0.90)</td>
<td>(1.24)</td>
</tr>
<tr>
<td>Suitability of system for task*</td>
<td>4.91</td>
<td>5.22</td>
<td>5.04</td>
</tr>
<tr>
<td></td>
<td>(1.06)</td>
<td>(0.95)</td>
<td>(0.82)</td>
</tr>
</tbody>
</table>

Table 2. Community and social health, employment counseling, and employment related meeting (n=23).

4. Discussion

There are a number of issues that need consideration with regards to this project and its results. The environment in which the equipment is located, Internet connectivity / inter-network delays and performance, equipment selection, session type and the participants involved in the sessions are all important factors.

4.1 Environment

The environment is an important aspect that has considerable impact on the quality of the sessions. The primary environmental issues of concern include the lighting, background colors, background noise, and participant clothing.

The environmental lighting should come from ceiling lamps or from lighting mounted behind the video communication system and facing the participants. Lighting provided naturally from a window is difficult to control and is preferably eliminated as this can create some unwanted shadows and color contrasts that reduce the clarity especially when the window is located on a side or behind the participant. Natural lighting provided from a window behind the video communication system is less than optimal as well due to the frequent fluctuations in intensity which impact the brightness and colors of the video being sent.

The background colors and clothing worn by the system users can have a significant impact on the quality of the session. Clothing colors that contrast with the background colors and skin color provide the better combination for Sign Language communication with the system. Plaid, vertical stripes and complex designs on shirts made sessions quite difficult due to the constant movement and changes in colors on the shirts. There also appeared to be some over-compensation occurring on some systems when the participant wore a dark shirt that had little contrast to the background color. This resulted in the persons face appearing excessively illuminated with loss of facial features rendering Sign Language communication, which relies heavily on facial expression, more difficult.

Background audio noise can be a problem when using the system in a noisy environment. The Sign Language interpreters found the sessions more difficult in a noisy environment. The noise is more problematic when the interpretation is provided remotely than when provided in person. This is due to the loss of visual cues from the vocal participant as this participant is not always within the view available to the remote Sign Language interpreter.

4.2 Connectivity and equipment selection

The internet connectivity used in the project consisted primarily of ADSL connections with some testing done using Cable internet connectivity. We found that communicating at a bandwidth of 384 kbps allowed for close to 30 frames per second quality which was determined to be adequate for communication using Sign Language. We discovered that the quality of service (QOS) had an impact on the quality of some sessions and that equipment selection, network delays and network performance issues impacted the quality of sessions as well. The ADSL service in New Brunswick is rated at 2Mbps download and 640kbps upload. The Cable internet connectivity is rated at 2Mbps download and 384kbps upload. Table 3 displays our qualitative assessment of performance using different equipment and internet connectivity options. A qualitative evaluation of the performance was chosen because of difficulties in collecting useful technical data about the data communication session. We noticed that the stand alone SP128 unit and the computer based ViaVideo systems seem to handle network errors, delays and performance issues differently. The stand alone SP128 unit reacted to QOS issues by maintaining a good quality picture which was jerky at times while the ViaVideo system would tend to maintain a smoother video flow with some pixelation appearing in areas on the screen. There were some particularities that we encountered when using different
combinations of equipment choices and internet connectivity that we can only theorize about. Some instances of this are as follows:

When using the SP128 with ADSL to connect to a ViaVideo system on Cable, the SP128 would not be usable for communication. We theorize the SP128 was not usable with this configuration as a result of the fairly large time lag between the ADSL and cable networks in our area which we discovered was on average 97ms and included 17 hops. We did not notice any excessive amount of packet loss or packet jitter using this connectivity combination. The same network configuration using a ViaVideo system to ViaVideo system for communication provided a quality communication channel and we theorize that the computer based systems were better able to handle large network time lags than the SP128 system.

When using a ViaVideo system and ADSL to connect to a ViaVideo system on an older ADSL network within New Brunswick we discovered the connection would spontaneously disconnect after a few seconds and was thus unusable. We found in this instance that packet jitter was twice the maximum amount we had ever experienced in any sessions on other networks. We did not notice any excessive packet loss or excessive time delay using this connectivity combination. We theorize that the ViaVideo systems have difficulties maintaining a connection to another ViaVideo system when experiencing excessive jitter. The same network configuration using a SP128 system to ViaVideo system for communication provided a quality communication channel and we theorize that the SP128 is able to handle packet jitter more effectively than the computer based ViaVideo systems. There may be other reasons to explain the above mentioned particularities such as packet size variations between systems, Internet Service Provider (ISP) networking equipment components and configurations, etc. but these issues are beyond the scope of this project. A combination of limited in-depth technical documentation about the systems used and the limited value of data provided from the units regarding networking issues made precise identification of problems difficult. It is good to know there are network related performance issues that may arise when implementing such systems that may need to be resolved to allow optimal function of the equipment, and that these performance issues may not be apparent when using other types of bandwidth intensive internet applications.

### 4.3 Session types

The sessions simulated during the data collection process encompassed typical sessions the video communication could be used for in order to provide access to a Sign Language interpreter services. The sessions included communicating with health care professionals when sitting or laying on a hospital bed, communicating with mental health counselors, communicating with social and employment counselors, and communicating in employment situations.

### 4.4 Participants

The participants involved in the data collection process included typical users of such a system. We captured feedback about the sessions using questionnaires that were completed by the participants after each session. This provided three different perspectives on the usage of the video communication system during simulated sessions.

The participants who are Deaf were impressed with the video image quality and that it could be used to communicate effectively in Sign Language with people at another location. All participants who are Deaf indicated they were able to understand the person they were communicating with (the vocal participant), and they indicated they thought the person they were communicating with (the vocal participant) understood them as well. A sample of opinions expressed by participants who are Deaf include preferring the remote Sign Language interpreter to a live interpreter for privacy reasons, preferring the live interpreter at all times, seeing the technology as a needed communication option until a live interpreter could be present during an emergency, and no preference between a live or remote interpreter.

Health professionals expressed a need for either training on how to use the system effectively and independently or preferably having the system set up and supported by readily available technical support in case they encounter technical problems. The health providers indicated the

<table>
<thead>
<tr>
<th>Base unit</th>
<th>Remote unit</th>
<th>Internet Connectivity</th>
<th>Quality of Session</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP 128</td>
<td>SP 128</td>
<td>ADSL / ADSL</td>
<td>Good</td>
</tr>
<tr>
<td>SP 128</td>
<td>ViaVideo</td>
<td>ADSL / ADSL</td>
<td>Very good</td>
</tr>
<tr>
<td>SP 128</td>
<td>ViaVideo</td>
<td>ADSL / ADSL(2)</td>
<td>Good</td>
</tr>
<tr>
<td>SP 128</td>
<td>ViaVideo</td>
<td>ADSL / ADSL(3)</td>
<td>Good</td>
</tr>
<tr>
<td>SP 128</td>
<td>ViaVideo</td>
<td>ADSL / Cable</td>
<td>Not usable</td>
</tr>
<tr>
<td>ViaVideo</td>
<td>ViaVideo</td>
<td>ADSL / ADSL</td>
<td>Very good</td>
</tr>
<tr>
<td>ViaVideo</td>
<td>ViaVideo</td>
<td>ADSL / ADSL(2)</td>
<td>Not usable</td>
</tr>
<tr>
<td>ViaVideo</td>
<td>ViaVideo</td>
<td>ADSL / ADSL(3)</td>
<td>Good</td>
</tr>
<tr>
<td>ViaVideo</td>
<td>ViaVideo</td>
<td>ADSL / Cable</td>
<td>Good</td>
</tr>
<tr>
<td>ADSL = Dynamic IP (in New Brunswick)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADSL(2) = Static IP (older ADSL network in New Brunswick)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADSL(3) = Dynamic IP (in Quebec)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Influence of equipment and internet connectivity on quality of session.

When using a ViaVideo system and ADSL to connect to a ViaVideo system on an older ADSL network within New Brunswick we discovered the connection would spontaneously disconnect after a few seconds and was thus unusable. We found in this instance that packet jitter was twice the maximum amount we had ever experienced in any sessions on other networks. We did not notice any excessive packet loss or excessive time delay using this connectivity combination. We theorize that the ViaVideo systems have difficulties maintaining a connection to another ViaVideo system when experiencing excessive jitter. The same network configuration using a SP128 system to ViaVideo system for communication provided a quality communication channel and we theorize that the SP128 is able to handle packet jitter more effectively than the computer based ViaVideo systems. There may be other
system works well but they find it difficult not having / maintaining eye contact with the patients when communicating. Some found they were looking more at the interpreter on the screen than the patient and that this is something they would need to try and avoid during actual use of such a system. Health professionals stated it gets easier after each session. One health professional stated she thought the remotely located Sign Language interpreter was less distracting for her than when the interpreter is present in the room with her and the patient.

The Sign Language interpreters were more critical of the system and its performance than the other participants. This may be as a result of their professionalism and concerns about what they view as shortcomings of the system compared to their standard method of live interpretation service. The Sign Language interpreters had concerns about not being able to see the vocal participants in some sessions which they indicated was important although they indicated this was less of an issue for sessions of short duration. Attempts were made when possible to include the vocal participant in the view of the interpreter after this concern was voiced which alleviated this concern. The interpreters were concerned about jerky and pixelated video images that would occur at times during sessions which we attributed to network QOS issues. Some interpreters expressed concerns about the colors and patterns on the clothing worn by some of the participants who are Deaf which made communication more difficult. Some interpreters felt like they were missing out on information because they were not able to easily see items being shown or demonstrated to patients such as technical aids. Overall, on a linear scale from 0 to 6 where 6 is the best, the Sign Language interpreters gave a rating of 5.35 to the question “Do you think the health professional understood the client?” and a rating of 5.13 to the question “Do you think the information provider understood the client?” for the sessions where the vocal participants were not health professionals.

5. Conclusion

This project demonstrated that communication in Sign Language using high bandwidth Internet connectivity is possible. The project also demonstrated that the provision of Sign Language interpretation services from a remote site using high bandwidth Internet connectivity is possible. The impact is a potential shift in the way Sign Language interpretation services can be delivered to people who are Deaf when accessing certain services. This new way of delivering services should lead to a better quality of life for people who are Deaf due to easier and timelier access to interpreters. Sign Language interpreters should also benefit from the introduction of remote video interpretation as a result of a reduction of the travel requirements associated with this line of work. There are still challenges such as

quality of service issues and excessive packet delays such as experienced when communicating between systems that are on different networks. The impact of this should be reduced in the future as communication networks and video communication codecs become faster and more efficient.
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Abstract. During the years 2001–2004 STAKES implemented a national development project VETURI - networking interpreter services -. Its objective was to improve the preconditions for the availability and quality of interpreter services. The starting point for this development work was to provide a service with a sufficiently large population base, in the form of regionally co-ordinated network co-operation of a variety of stakeholders. A part of the service in the project was given as remote videophone service. Remote interpreting made an interpreter's work easier because she did not need to travel and was able to work from a familiar work location. New ways to produce services enabled the growth of remote interpretation service. Larger population base and service resources made it possible to bring service also there where it has not been earlier.
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1 Introduction

The aims of Finland's disability policy are equitable treatment and support for life management, working capacity, functional capacity and independence. Measures include services, rehabilitation and removal of barriers. The aim is for all general services to be appropriate and sufficient for all citizens; special services such as housing, assistive devices, transportation and interpreter services are never a first resort.

A personal service plan is drawn up for each disabled person to clarify the services and support he or she requires. Officials of the municipality together with the client and his or her carer or relatives prepare the plan. The service plan is designed to improve the clients' autonomy and their possibilities to influence their situation. A counsellor, who is tasked to accommodate the various services together and call meetings of other relevant officials, checks the plan within specified timeframes [6].

1.2 Interpretation Services

People whose hearing is severely impaired, who are deaf and blind or who suffer speech disabilities are entitled to free interpretation services arranged by their municipality. Interpretation services are provided in sign language or, for example, using new technology [6].
The responsibility for the arranging of interpreter services lies with municipalities, which must arrange a minimum of 120 hours of interpreting per year for deaf sign language users (1.1.2007 180 hours). There were 432 municipalities year 2005 (417 year 2007) in Finland. Most of municipalities are rather small, the number of inhabitants is under 10,000 [1]. The population is concentrated in South-Western Finland and eastern and northern parts of Finland are sparsely populated, 2-7 persons per km\(^2\). Also the distances are rather long. About 30% of all municipalities did not give interpretation services in 2005 [5]. This means that usually small municipalities don't have the skill.

### Table 1. Interpreter service recipients during the year [5]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>2716</td>
<td>3137</td>
<td>3351</td>
<td>3398</td>
</tr>
</tbody>
</table>

| % of the population | 0.05 | 0.06 | 0.06 | 0.06 |

### 2 Development Project

During the years 2001–2004 National Research and Development Centre for Welfare and Health (STAKES) implemented a development project VETURI - networking interpreter services - commissioned by the Finnish Ministry of Social Affairs and Health. Its objective was to improve the preconditions for the availability and quality of interpreter services set by the Act on Services and Assistance for the Disabled, throughout Finland. The starting point for this development work was to provide a service with a sufficiently large population base, in the form of regionally co-ordinated network co-operation of a variety of stakeholders [4].
A part of the service in the project was given as remote videophone service. In the project videophone consisted of pc-computer, video camera, ISDN or IP connection and videophone software. In the beginning there were more ISDN connections but later most of them were changed to IP connections. The project did not provide any new equipment but both the customers and services centres used their own equipment.

![Videophone workstation](image)

**Fig. 2.** Videophone workstation [3]

Interpreter was using one workstation and user contacted her/him from another workstation. Usually hard of hearing or death person uses her/his own workstation to order interpretation service. Workstation can be also in some other place for instance in social office. Then often social worker takes connection to interpreter and dialog between hard of hearing customer and social worker begins via interpreter. This is called a two point service.

A multipoint service started during the project and this is a goal. There all three persons can be in the different places. The service centre takes all the calls. The interpretation service is decentralized to different interpretation organisations and locations in the country. A duty list is prepared for interpreters. The caller can see the list of available interpreters and can connect to the first in the list or someone familiar. In some cases the server in the service centre has software for invoicing. It has records of clients, interpreters and the municipalities which pay the service. According to time used and other circumstances program calculates the bill and sends it to responsible municipality.

Requirements to equipments and software are: basic pc or laptop computer, video camera, ISDN (2x3x124 Kb) or Internet connection (2x 384 Kb, recommended 1 Mb), videophone software with voice communication facility (recommended also text) (frame rate minimum 18 p/sec, recommended 25 p/sec).
There have been technical problems especially with firewalls. Some programs change all the time ports for communication. This means that several ports ought to be open through the firewall during connection. Certain software requires fast IP address, but home users have it rarely. Compatible problems occur also quite often. But all the same technology has been working pretty well. To get a reasonable video picture a user needs 384 Kb connections to both directions. In practice the speed ought to be bigger rather 512 Kb to both directions. Selected software seems to work well also in wireless (wlan) environments [2].
3 Evaluation

The goal of the evaluation was to define the efficiency of the network project and its impacts on the regional development work of the interpreter service. The main source of information was the response data obtained from a thematic survey addressed to the regional presidents of the VETURI groups. Additional source material included project feedback from 2005, obtained from STAKES Information Services, as well as documentation and interim reports of the project. This material was related to the organisation and co-ordination of the project and contained descriptions and analyses of information systematically collected during the project from the presidents of the regional groups.

According to the impact evaluation, VETURI project generated the expected benefits. Positive outcomes include strengthening regional thinking with regard to organising and providing interpreter services. The utilisation of regional resources and their channelling in support of municipalities has been improved. The project set significant regional change processes in motion. New service structures, working and operating methods were developed out in different parts of Finland. Some of these are now established as permanent activities in the service structure, and some results will be further developed in new development projects. Concrete decisions have been made and confirmed by agreements, on the regionally organised provision and sourcing of interpreter services, and more decisions are to be expected. Rising trends in demand for, and the supply of, interpreter services were confirmed in all project areas that answered the survey. Hidden demand in the regions is in the process of being identified. None of the groups using interpreter services faced a decrease in the provision of these services. The deployment of new technology showed progress in the regions, but differences existed in the speed of such development.

The preconditions for the availability and quality of interpreter services appear to be improving in different parts of Finland, in the intended direction. An interpreter service cannot be replaced with other services. Users of interpreter services need them during their entire lives, or the rest of their lives, after the initial need has arisen. An interpreter service is essential to the person needing it, in terms of the realisation of equality and social inclusion. There are ways and various alternatives for improving the irregular service situation for different regions and disability groups. In VETURI project, progress was made in finding solutions for many essential issues concerning regional co-operation. In the future, interpreter services will enjoy the support of expert resources organised into regional networks, newly launched projects and high-level interpreter training.

Despite this progress, mutual co-operation between municipalities in organising the services seems very challenging. It will also be necessary to continue finding solutions to issues concerning the division of work between, and specialisations of, regional providers. Much remains to be done regarding the use of information and communication technologies and their integration into service provision, as well as ensuring professional know-how and communication on the municipal level. The need for information within various disabled groups remains extensive.

The development of regional networks for one service type designed for the disabled has opened up horizons for the regional development of other services. In the
future, a possible and natural step will be to develop services for the disabled further, according to the customers' individual needs. This can be achieved by developing a particular service or by integrating services into a larger entity, necessitating agreement on how to ensure a sufficiently strong structural and economic base for them [4].

Remote interpreting made an interpreter's work easier because she did not need to travel and was able to work from a familiar work location. On the other hand, remote interpreting posed new challenges to an interpreter's work, because interpreting assignments came unexpectedly with a variety of topics and without a chance to prepare in advance. The use of technology also contributed to the challenging nature of the work [3].

New forms to produce services enabled the growth of remote interpretation service. Bigger population base and service resources made it possible to bring service also there where it has not been earlier. In some areas like in Northern-Carelia which is rather sparsely populated the amount interpretation service given as remote service raised to 12 %. Introduce of new technology can help in the strained economic situation of municipalities [4].
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Remote Real-Time ASL Interpretation

1.1 Introduction

Video communication or video conferencing is becoming a much more commonly used and effective means of interpersonal communication (Finn, Sellen & Wilbur, 1997) such as for distance learning, business meetings and social communication. As hardware becomes more available and less expensive, and software, signal processing and compression technologies become more stable and efficient, there is an increasing interest and experimentation with the technology by the general public and by business.

Video communication technology is designed to support real-time communication between one or more users when long distances separate them. Video-mediated communications, as well as other forms of remote interpersonal communication (e.g., traditional telephony, email, and audio-only communication) are distinctive by the nature of the medium from which they are constituted (Olson, Olson & Meader, 1997). Each form of communication has particular strengths and weaknesses. The goal in using a particular communication medium is not to replicate identically that which can be easily achieved when interlocutors are face-to-face. Rather, it is to find ways to provide participants with a means to achieve all the interactions that are necessary to complete the defined task in a productive and efficient manner. We need to understand the strengths and weaknesses of each medium of communication in order optimize its use and find ways in which to overcome their weaknesses.

One of the strengths of video conferencing technology is the opportunity it offers people with disabilities to communicate with each other, with service providers and with business associates without having to travel. One important benefit relates to sign language users, who can communicate in their own language (using their own cultural expressions and dynamics) with each other and with people who are hearing and at a distance.

ASL speakers living in remote communities can now have access to and participate in Deaf culture where Deaf cultural events are often limited to urban settings with a large population of ASL speakers. Other telecommunications technologies such as the telephone, TTY devices and synchronous chat use text and so do not allow sign language users to communicate in their first language. For people who use sign as their primary language, text based expressions of a spoken language like English should be viewed as second language and as such is a significantly less expressive and intuitive language for sign language users. Through video communication technology, sign language users can now have access to a more equitable means of communication. Sign language users have been
experimenting with video mediated communication for some time and many lessons have been learned to mitigate some difficulties encountered with video conferencing technologies.

In order to ensure that people with disabilities are adequately served by video conferencing technologies and remote meeting procedures we must ensure that the technology and procedures are inclusive and accessible. Guidelines that have been established for video conferencing situations may not be inclusive particularly for users who are deaf. Researchers at Gallaudet University have devised some guidelines to assist sign language users in experiencing more effective one-on-one video mediated signed communication (Williams, 2002) based on the findings and recommendations of the above research. However, these guidelines only apply in one-on-one situations with small field-of-view cameras; they have not been extrapolated to one-to-many situations with high end technology or where there is an interpretation need – a potentially common application.

While video conferencing technologies offer exciting opportunities to support people with disabilities, there is a dearth of research, case studies and best practice literature to support the procurement, installation, management and operation of inclusive video conferencing services. This report provides a set of guidelines and best practice statements that will assist organizations and individuals in establishing accessible video conferencing.

In this document, there is a focus on guidelines for users who are sign language users or who are hard of hearing. These two groups of people have the greatest variety of unique needs for video conferencing. Lack of accessibility therefore has the greatest impact on them. In this document, we provide an overview of the technology, a description of remote sign language interpretation issues and requirements, small case studies and user reports. Specific access issues are identified and discussed followed by guidelines and recommendations to address these issues. Many of these recommendations are based on our experiences since 2003 using high-end video conferencing for remote interpretation.

1.2 Technology Overview

Before addressing the unique aspects of video communication for people with disabilities, we will provide a brief review of common video communication technologies. There is a standard and common set of hardware technologies and configurations for video conferencing regardless of how the system is used and who the users may be. First, video conferencing relies on having network connectivity so that video and audio signals can be transmitted in real-time over a distance (often over long distances).

There are two main types of network transmission technologies used for video conferencing, Integrated Services Digital Network (ISDN) and Internet Protocols (IP). ISDN, introduced in 1984, is designed to allow fast digital point-to-point connections over the public telephone network (Total Access Networks, 2004). Video communication signal processing and transmission are guided by the International Telecommunication’s Union (ITU) H.320 video standards (Polycom, 2001). Guaranteed and consistent quality of service is provided by ISDN as the signal does not fluctuate with network availability
because it is a continuous feed and direct connection. Common transmission speeds for ISDN used in video conferencing applications range from 128 kilobits per second (kbps) to 384 kbps. These transmission speeds allow audio-video signals to be consistently transmitted at near broadcast quality (broadcast quality video transmission is 29.95 frames per second (fps)). The cost of this service is based on a monthly line charge (e.g., for 128 kbps service, two 64 kbps lines are required) plus "on air" charges per minute. Video conferencing is "on-air" as soon as a connection is made and is only disconnected when the video conference is complete.

IP videoconferencing involves using Internet Protocols and technologies to process and transmit live video and audio signals. Video conferencing using IP protocols is governed by the ITU H.323 video standard (Polycom, 2001).

Internet protocols (IP) require that data signals are divided into small data packets and routed through various available networks rather than through the continuous feed, direct point-to-point connection available with ISDN. The IP video conferencing signals must share the network with all of the other Internet traffic resulting in inconsistent and fluctuating quality of the video and audio signals (ranging from 2 to 29.95 fps). As a result, high-speed Internet connectivity is required to have effective IP-based video conferencing. Much research and development effort has been placed in developing technical solutions for improving the quality of service for IP video conferencing. Some of this research that has met with some success includes better compression and signal processing techniques (Muresan, et al., 2002), and ways of assigning transmission priorities to video and audio signals (Babich & Vitez, 2000).

Gatekeeper technology is a network device that provides addressing service for H.323 (Internet-based) videoconference clients. It may also be configured to impose network bandwidth restrictions and to allow or disallow a call. Registration by the videoconference client usually takes place when the client is started; the address of the gatekeeper is put into the client's configuration. Use of a gatekeeper allows a videoconference device to "dial" another device using the videoconference address rather than an IP address (which could be changed by DHCP). Gatekeeper services might include bandwidth and call management. Bandwidth controls the number of H.323 terminals permitted simultaneous access to a LAN. Call Management maintains a list of active H.323 calls. This information indicates when a called terminal is busy, and provides information for the bandwidth management function. One or more gatekeepers may reside anywhere on the network, fully integrated into another networking device or operating as a standalone software application on a desktop computer.

Costs for IP-based video conferencing can be significantly lower than ISDN and are mostly related to the speed or bandwidth of connectivity rather than the length of time the video conference is in session. Cable modem or Digital Subscriber Line (DSL) connectivity is generally available and relatively inexpensive, and would be considered as the minimum bandwidth required. Similar to ISDN cost structure, the cost of this service is also based on a monthly rate plus "on-air" per minute charge for use. However, these costs are considerably less than ISDN because of the shared nature of IP-based networks. High-
speed networks, and/or fibre-based Ethernets only improve the quality and reliability of video conferencing but costs are significantly increased.

A multipoint videoconference allows more than one site to connect at the same time. A multipoint videoconference involving 3 or more sites is possible through the use of a bridge or multipoint control unit (MCU). Some pre-configured systems such as the Polycom FX have built-in bridges which allow you to connect to multiple sites. Third party services such as Bell Canada bridge services can be rented on an hourly basis.

The video communication system itself consists of two subsystems, one at each end of the network connection. Each subsystem is composed of at least one video camera with optional zoom controls, microphones (desktop or wireless), speakers, a small preview screen (picture-in-picture capability), and monitors or large screen televisions. These subsystems can be PC-based such as iVisit and Netmeeting setups or can be dedicated hardware such as a PolyCom™ ViaVideo® II. Many sources are available to describe the characteristics of the various hardware/software options (e.g., Video Development Initiative’s Video Conferencing Cookbook, (VIDe, 2004) is a good source for general detailed information about video conferencing hardware).

There are many different types of subsystem hardware that range in quality and cost. The simplest and least costly hardware is a webcam (at $50.00) and PC-microphone. Often this type of hardware is “plug and play” technology that is directly accepted by the computer. As a result this type of setup can be installed directly and used immediately with software such as NetMeeting or iVisit. However, this type of hardware has few controls and adjustments. For example, a simple webcam may be limited to focus control (there are not lighting, motion or zoom controls).

The audio system for video conferencing consists of some combination of audio headset, telephone handset, microphones, speakers, and digitising devices (hardware and software). One of the most traditional microphones in video conferencing is the lavaliere microphone, which is a miniature microphone that you clip onto the clothing of the person speaking. Wearing a lavaliere microphone reduces the feedback noise that is picked up by the other type of microphones. A second common type of microphone is the room microphone, which is a unidirectional boundary microphone. These microphones lie on the surface of a conference table or desk. They detect speech with a clear, natural sound. This type of microphone is specially designed to filter out room acoustics – much more so than a conventional microphone on a desk stand. A third microphone type that is often used with desktop video conferencing is the stick microphone or microphone built into the camera. Such microphones lack good audio quality and can effectively shut down a video conferencing. These types of microphones are the least expensive audio solutions but they are also the lowest quality. There is no adjustment in the echo or gain features for these microphones.

As the quality of the camera and microphone setup increases there is a corresponding increase in functionality, controls and the cost of the hardware. For example, a top of the line camera may cost $2,500 but will have a considerable number of functions such as
zoom, pan and tilt controls, back light, and automatic tracking. In addition, the optics system in these types of cameras is of a much higher quality than typical webcams. These types of cameras are typically used with systems that allow remote control of camera functions so that the remote participant can control the zoom, pan and tilt functions of the remote camera.

1.2.1 Connecting IP technologies with ISDN
IP video conferencing systems and ISDN systems can be connected together using a gateway communication system. A gateway offers the most flexible link between ISDN (H.320) and IP (H.323) videoconferencing standards and delivers full interoperability between ISDN and IP endpoints. The Gateway integrates seamlessly to provide H.323 management and to control network capacity. For instance, you can conduct conference calls seamlessly from any endpoint to any other endpoint – regardless of system type or network configuration.

1.2.2 Bandwidth recommendations

Videoconferencing requires a large amount of data to be transmitted in a short amount of time. The recommended minimum amount of bandwidth is 384kbps for a typical business quality videoconference.

The main consideration for any video conference is how many frames per second are being transmitted. A good quality video conference requires 30 frames per second video transmission.

Any data rate higher than or equal to 384 kbps will support a video screen update of 30 frames per second, equivalent to VCR playback quality television.

Any data rate lower than 384 kbps will support a video screen update of 15 frames per second or less, which is still usable, but will appear slightly jerky under rapid motion.

1.2.3 Applications

A typical video conferencing interface is based on a telephone metaphor where remote participants are connected using telephone or telephone-like (IP address) numbers. Terminology such as dialing, hanging up, answer, busy, and address book is used to refer to the connecting tasks accomplished by users with the system. Unique aspects of the interface include video displays (local and remote windows) where the local window often appears as a picture-in-picture window in the main video window. Settings menus are often available to customise the look and placement of the video windows, and to adjust various technical properties such as compression quality or levels, video and audio settings and controls, and file management. On the high-end video conference interfaces there are also specialized camera settings for remote and local camera controls and automatic speaker detection.
I.3 Technology issues related to accessibility

In order to have effective video communication, the hardware must be properly configured and housed in an appropriate environment. There are numerous technical guidelines and standards for video conferencing equipment and system configuration. However, few of these guidelines address the special considerations required to accommodate people with special needs, particularly sign language users and remote interpreters.

1.2.6 Future Considerations

The results of these analyses will have cost, management, and immediate implications. For example, if the hardware needs will have cost, management, and immediate implications, then the number of hardware providers of high and video conferencing equipment is likely to increase. Although the number of hardware providers of high and video conferencing equipment is likely to increase, the special considerations required to accommodate people with special needs, particularly sign language users and remote interpreters.

I.2.5 Environmental Considerations

One important consideration is the role of video conferencing in the workplace. Video conferencing can be very useful in supporting workgroup needs, particularly for people who have no interaction with computer software. However, it can also interfere with communication strategies. In supporting workgroups, video conferencing can be very useful in minimizing and reducing the impact of noise, while all of these applications can be very useful in video conferencing software. Although the number of hardware providers of high and video conferencing equipment is likely to increase, the special considerations required to accommodate people with special needs, particularly sign language users and remote interpreters.

I.2.4 Physical space/Room technologies

In addition, appropriate access to applications and video conferencing remains accessible. For example, for people with disabilities, video conferencing remains accessible. For people who have no interaction with computer software, video conferencing can be very useful in minimizing and reducing the impact of noise, while all of these applications can be very useful in video conferencing software. Although the number of hardware providers of high and video conferencing equipment is likely to increase, the special considerations required to accommodate people with special needs, particularly sign language users and remote interpreters.
people who are blind or have low vision, the video conference becomes an audio-only conference. All of the standard audio conference issues such as, ensuring software applications are accessible to screenreaders, and the need to have visual materials made available prior to the conference and readable by a person who is blind are relevant here. However, none of these issues is unique to video conferencing and guidelines for inclusive audio conferencing, and access to images and other visual materials are available from other sources. An example of web guidelines are the Web Accessibility Guidelines of the W3C, (W3C, 2004).

For people who are keyboard users, there are also very few issues related to video conferencing applications that are different from other software applications. One unique issue is the accessibility of camera controls and pre-set buttons. These controls are often available through a remote control or button panels and/or software buttons. Remote control settings may need to loaded into specialized assistive technologies such as an environmental control unit in order to this person to access the camera controls. Where controls are provided through software, keyboard access is required to allow use of these controls.

The people with the highest need for access solutions to video conferencing then are people who are deaf or hard of hearing and who are non-speaking. The remainder of this report will focus on access issues and guidelines to ensure that there is access to audio and video communication for people who are deaf or hard of hearing.

1.3.1 Video conferencing and use with sign language interpreters for people who are deaf.

One exciting opportunity offered by video conferencing technology is that of supporting people who are sign language users in accessing sign language interpreter services; services that can be particularly difficult to obtain in geographically remote locations. Sign language interpretation is required to mediate communication between deaf and hearing people. When sign language users are in geographically remote locations, it is now feasible for them to have access to interpreter services using video mediated communication technologies. However, there are important considerations and differences to address. In this section, we discuss the unique issues that arise when remote interpretation is required and provide amendments to technical and use guidelines to account for these special needs. These recommendations are based on our experiences since 2003 using high-end video conferencing for remote interpretation.

We will also provide a brief introduction to sign language interpretation and video remote interpreting as a sub-specialty within sign language interpreting.

1.3.1.1 Sign Language Interpretation

Sign language interpretation is required when people who are deaf must interact with people who are hearing such as in business meetings, for court, and for accessing social and medical services. It is essential for providing equal access to these activities and services.
CNICE Remote Real-time ASL Interpretation Guidelines

for people who are deaf, and in many western countries it is required through legislative initiatives (for example, see the Americans with Disabilities Act, US Department of Justice, 2003).

American Sign Language (ASL) is the most prevalent sign language used in North America although it is not the only one (e.g., in Quebec, Canada Langue des Signes Québécoise is used). ASL, like other sign languages, is a visual-spatial language without much grammatical similarity to English (Stokeo, 2001). It is considered a linguistically complete, natural language system where the elements of the language are not equivalent to vowels and consonants of written languages, and it is not a translation of English. Vocabulary and meaning of concepts in ASL are expressed using a series of hand gestures, facial gestures such as eyebrow motion and lip-mouth movements, and body movements that change in time and space. This series of gestures cannot easily be represented by a single written or spoken word. Fingerspelling is used to spell out a word in alphabetic characters that has no sign. For example, there is no unique sign for email and it is therefore represented as the hand gestures for an “e”, an “m”, an “a”, an “i” and an “l” separately.

In order for communication with hearing people to be effective in any situation, the person who is deaf must be able to completely express herself, and must also have complete access to the meeting and communication activities. Interpreters are required to provide a translation of what is said as well as broker any linguistic clarification required and cultural differences experienced between the two parties (Avery, 2001). In face-to-face situations with inexperienced participants, communication can be awkward and difficult. Common practices of turn-taking, participation, maintaining a common understanding and access are noticeably different from meetings that occur between all hearing participants or all sign language participants. For example, common cues to indicate a speaker is ready to relinquish the floor to another speaker are different between hearing and sign language users.

Hearing people use a variety of verbal and non-verbal signals such as eye gaze, asking a question of another person, and head turns to manage turn-taking (Preece et al., 2002) in a group environment. All of these signals are very subtle and learned and participants are generally unaware of when, where, how and the speed with which such tactics are used. Sign language users tend to use more obvious hand gestures such as pointing, and waving their hands to gain attention and fewer non-verbal cues.

In an interpreted setting, the flow of communication tends to be slower due to the translation process. In addition, the sign language user’s visual attention is with the interpreter and not with others in the meeting. As such, they cannot attend to subtle turn-taking gestures, such as shifts in eye gaze employed by hearing individuals, in order to know that the speaking floor is available. Turn-taking must therefore be slowed down and made more obvious or formal so that sign language users have a chance to keep up and participate.

Other difficulties that arise in meetings between deaf and hearing participants include difficulties maintaining a common level of understanding because of the use of two
different languages to discuss common subjects, and difficulties with access to private or “whispered” conversations. These types of difficulties are not that different from those experienced during meetings between participants using two different spoken languages. However, the role of the interpreter can be very different. The sign language interpreter often must interject cultural and emotional interpretations, request clarification, and interrupt the meeting flow to allow the deaf person a chance to speak.

The role of the meeting chair in these kinds of interpreted settings is very important as management of the meeting is ultimately his responsibility. The meeting chair must be aware of the differences and needs of all meeting participants and take extra steps to ensure that all participants are included and involved.

1.3.1.2 Video remote interpreting

Video remote interpreting in general is identified by interpreting service providers as an enhancement to the existing service and requires specialised training and different terms of use. For example, the Association of International Conference Interpreters suggests that spoken language remote interpreters should only work for three hours per day and that video interpreting is significantly more fatiguing over a 30-minute turn than conventional face-to-face interpreting (Moser-Mercer, 2003). These restrictions and issues apply to sign language video remote interpreters and will likely be amplified because of the physical nature of sign languages.

Video remote interpreting is considered a specialization within the sign language interpreting field. It is defined as the use of video conferencing technology to provide interpreter services where a participant or the sign language interpreter is located at a geographically different location. Many of the difficulties evident in face-to-face meetings are amplified for video remote interpreting and new ones arise that reflect the weaknesses of video conferencing in general.

There are numerous organizations throughout the world that provide video remote interpreting services (My Video Interpreter, 2004; SignTalk, 2004; and Community Access Network, 2004 are three examples) but there is no standardized training protocol or guidelines to overcome some of the difficulties. In addition, there are few best practice examples that demonstrate ways to use the strengths of the technology and overcome some of the weaknesses.

1.3.1.3 Challenges of Video Remote Interpreting

Many challenges arise when video remote interpreting is employed. Some of these challenges relate directly to the quality of the camera hardware and the bandwidth of the video conferencing system. For example, remote interpreters must consciously adjust their natural signing space to accommodate the camera’s field of view. They cannot sign outside of the area captured by the camera. Many high-end cameras have zoom controls that can adjust this field of view by zooming the lens either wider or closer. However, a wider field of view that shows more of an interpreter’s natural signing space also captures more of the
background and surrounding scenery that can be distracting for the person who is deaf. Inexpensive webcams do not have an adjustable field of view and sign language users often must move farther away from the camera so that more of their signing space can be seen or they must restrict their signing to the area around their faces.

Fingerspelling tends to be very fast-paced and not well articulated in face-to-face situations. Only a very high bandwidth video conferencing system will not become pixilated and be effective for fast fingerspelling. Fingerspelling therefore must be slowed down and done closer to the interpreter’s body. However, when fingerspelling slows down so does the rate of communication between deaf and hearing interlocutors. There is thus a significant impact on the potential for misunderstandings and for missed opportunities to turn take.

One important aspect of hardware technologies that has a large impact on the success of sign language use is the camera view angle or field of view. This is defined as the viewable area or scene that can be seen through the camera (Segal, 2004) and it is a function of the focal length of the camera lens. For example, a wide angle lens with a short focal length has a very large field of view or area of the scene that can be seen through the camera lens. Zooming in the camera increases the focal length and decreases the field of view to a much smaller area of the scene.

Remote interpreting removes the chance to develop rapport with consumers, and for that reason has been met with some resistance on the part of sign language interpreters.

1.3.1.4 Considerations for video remote interpreting

With video remote interpreting there can be three possible interpreter locations:
1) The interpreter is remote from both parties (hearing person and deaf person physically located together);
2) The interpreter is physically located with the person who is deaf and the hearing participant(s) are remote; or
3) The interpreter is physically located with the hearing participant(s) and the person is deaf is remote.

Each scenario requires unique considerations regarding the behaviour and perception of the interpreter/deaf person pair. However, regardless of scenarios, one aspect remains constant; the interpreter and deaf person must have constant eye contact and must be able to see each other’s signs at all times. A breach of eye contact indicates that communication has been severed.

Video conferencing technology is designed to support communication between one or more remote users.

Eye contact/gaze

Chen et al (2003) have suggested that eye contact is very important in communication of any kind. They indicate that when a speaker is looking to the left, right or upward, the recipient believes that the message is not meant for him. If the eye gaze is slightly downward, although not preferable, the recipient believes that the communication is
intended for them. This could explain why television newscasters read from a teleprompter that is positioned slightly below the front view camera. Although the newscaster’s gaze is slightly downward, viewers still believe that the newscaster is speaking directly to them and that the message is meant for them. The same is true in video-mediated communication.

Cameras are usually positioned above the main viewing screen (the screen that shows the video images of the remote interlocutors) meaning that eye gaze is slightly downward (people are looking at the viewing screen and not the camera). However, large viewing screens or small field of view cameras create a large gap between the camera and the positions of a person’s gaze (while they are looking at the viewing screen). It appears that a person’s gaze is significantly downwards (not slightly downwards) and can be very disconcerting particularly if the interpreter is remote from the person who is deaf. When the interpreter is remote the deaf person has no other connection or means of communication with the interpreter other than through the video conferencing system. Maintaining eye contact (even artificially) is crucial for deaf people using video conferencing in this situation.

The interpreter can adjust their position to the camera by sitting far enough back from the camera or zooming the camera out so as to appear to be having eye contact with the person who is deaf. However, doing so also increases the amount of background scenery that the person who is deaf must contend with and screen out particularly with low level or even lighting conditions. Spot lighting can be used to emphasize the interpreter and de-emphasize the scenery but this must be carefully planned and orchestrated; something that is not normally part of a video conference setup.

When the person who is deaf is physically located with the interpreter, maintaining eye contact between the interpreter and the person who is deaf is relatively straightforward. The interpreter can sit next to the video display so that the person who is deaf is always looking toward the monitor. However, the person who is deaf may still appear to the remote participants as though she is looking in another direction and may be disregarded by the other interlocutors because it seems as though she is not participating due to the misinterpreted eye gaze cue. In addition, the interpreter cannot see the remote participants and may miss the non-verbal cues for turn-taking and other important meeting activities.

In face-to-face situations, interpreters know that if they make eye contact with the hearing speaker, the speaker assumes he is talking to the interpreter and loses his connection with the deaf participant. It is an automatic human behaviour that people tend to look at the person who is speaking (verbally) and thus make eye contact. Experienced interpreters usually avoid eye contact with the hearing person as a non-verbal reminder to that person that he should direct his remarks to the deaf person. Remote interpreting can interfere with this practice particularly when the person who is deaf is remote from the interpreter (interpreter is physically present with the hearing participants or remote to all participants).

When the interpreter is remote to all parties, the interpreter must look at the viewing screen to watch the person who is deaf. To all parties this seems as though the remote interpreter
is now looking more directly at them and the viewing screen (and hence the interpreter) becomes the centre of unwanted focus. In addition, the opportunity for the interpreter to use eye gaze as a non-verbal cue to indicate that hearing participants should relate to the person who is deaf is considerably reduced. Careful attention to seating plans is one way to alleviate some of these difficulties.

Seating
In a video conferencing setting, seating should always be an important consideration because the remote participant has considerably less presence and prominence than those at the local site. For remote interpreting situations much more thought must be given to the position of each participant, and whether the interpreter is sitting or standing (community interpreters may be more accustomed to standing while interpreting and thus may prefer to stand. However, in general it is preferable for the interpreter to be seated). Having tools such as notepads or laptops can also be useful for tracking what is being said or presented. Table 1 shows the suggested seating arrangements for the three different interpreter locations. Note for all situations, flowers, water bottles, computer screens and other items generally located on tables should be removed to reduce the visual clutter in the camera’s field of view.

<table>
<thead>
<tr>
<th>Location</th>
<th>Seating for deaf person</th>
<th>Seating for hearing person(s)</th>
<th>Seating for interpreter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hearing person and deaf person at same site, interpreter is remote</td>
<td>Seated across from viewing screen showing interpreter and in front of camera.</td>
<td>Beside viewing screen so deaf person can see interpreter and hearing person(s) together.</td>
<td>In front of own viewing screen and camera. Will be able to see deaf person.</td>
</tr>
<tr>
<td>Hearing person and interpreter at same site, deaf person is remote</td>
<td>Seated in front of own viewing screen and camera.</td>
<td>Beside interpreter so deaf person can see both parties. Interpreter should direct eye gaze towards deaf person at all times (while signing and voicing)</td>
<td>In front of viewing screen and camera.</td>
</tr>
<tr>
<td>Deaf person and interpreter at same site, hearing person is remote</td>
<td>Seated in front of own viewing screen and camera.</td>
<td>In front of own viewing screen and camera.</td>
<td>Beside viewing screen and visible to deaf person. May not be visible to hearing person.</td>
</tr>
<tr>
<td>All people are remote</td>
<td>Seated in front of own viewing screen and camera.</td>
<td>In front of own viewing screen and camera</td>
<td>In front of own viewing screen and camera</td>
</tr>
</tbody>
</table>

Table 1: Suggested seating arrangements for all participants.
Environmental and Technical Issues

There are environmental and technical solutions that can be optimised for people using sign language. When identifying the location(s) for video conferencing, considerations such as physical environment (e.g. room size, lighting, acoustics room setup and furniture) and uses of video conferencing in that environment are important to optimise and renovate if needed. Table 2 summarises some of the important technology considerations when hearing and deaf people are participating in a video conferencing together.

Technical or equipment solutions are also possible and in combination with environmental adjustments can greatly assist in optimising a video conference for people who are deaf and using interpretation. For example, video transmission frame rate of greater than 15 frames per second is critical. Having consistent, high quality image transmission rates available through dedicated high bandwidth networks such as ISDN or high speed IP-based networks can provide this.

When using video conferencing with people who are deaf, audio is less important (although it is still relatively important for the interpreter), and the need for camera controls (remote and local) becomes more important. A personal microphone such as a lavaliere or lapel microphone for the interpreter rather than a high-end room microphone can be used. In the situation where the interpreter is with the hearing participants a room microphone and a personal microphone may be required. This also means that intelligent audio signal processing (in the form of an intelligent hardware or software mixer) must be available to switch between the various audio sources (e.g., interpreter voicing and meeting participants).

<table>
<thead>
<tr>
<th>Technology</th>
<th>Hearing People</th>
<th>Deaf People</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>• High quality audio is higher priority than high quality video.</td>
<td>• May not benefit from the audio.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• May not understand the importance of having the microphone “muted” or “on” at their site.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• When using voice-activated audio, the camera will focus on the interpreter voicing and not on the deaf person doing the signing.</td>
</tr>
<tr>
<td></td>
<td>• Tolerate low quality video</td>
<td>• Cannot tolerate poor quality video.</td>
</tr>
<tr>
<td></td>
<td>• May want to continue meeting even with poor video</td>
<td>• Will notice more minute changes in frame rate and video quality.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Will want to cancel the meeting if video quality is unsatisfactory.</td>
</tr>
<tr>
<td>Placement of the microphone</td>
<td>• Microphone should be placed near person talking.</td>
<td>• Microphone should be placed next to the interpreter who will be voicing for the deaf person.</td>
</tr>
<tr>
<td></td>
<td>• Most conference microphones are sensitive enough to capture all audio when placed in room center.</td>
<td></td>
</tr>
<tr>
<td>Lighting and</td>
<td>• <a href="http://www.effectivemeetings.com">www.effectivemeetings.com</a></td>
<td>• Be aware of appropriate colours to</td>
</tr>
</tbody>
</table>
Table 2: Summary of technology considerations for video conferences involved hearing and deaf participants.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Hearing People</th>
<th>Deaf People</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Background</strong></td>
<td>om provides recommendations for appropriate clothing</td>
<td>wear that contrast with skin.</td>
</tr>
<tr>
<td></td>
<td>• An office divider in a neutral colour makes an appropriate backdrop.</td>
<td>• An office divider in a neutral colour makes an appropriate backdrop.</td>
</tr>
<tr>
<td></td>
<td>• Avoid sitting in front of visually noisy scenery.</td>
<td>• Avoid sitting in front of visually noisy logos or murals.</td>
</tr>
<tr>
<td><strong>The View of the Room</strong></td>
<td>• Usually satisfied with a broad view of the room and rely on the audio to know who is talking</td>
<td>• May prefer a large view of the room to start, and then to zoom in when it is time to look at a specific person’s signing (whether it be the interpreter or a deaf participant)</td>
</tr>
<tr>
<td></td>
<td>• Camera presets are helpful but not critical.</td>
<td>• Use of presets more critical.</td>
</tr>
</tbody>
</table>

The environment must have minimal “visual noise” such as windows, wall coverings, as any thing or person that moves that will distract users. These types of visual distractions can disrupt the whole flow of communication in a video communication session that includes people who are deaf. Camera controls such as zoom can be used to adjust the image to eliminate some of these distractions. However, adjusting the image may not be appropriate in all situations (e.g., in a many-to-many conference where the remote participant needs to see all of other participants). Cameras with controls tend to be more expensive, high end cameras.

**Detailed Examples of Visual Noise**
- Windows can cause significant visual noise. Outside activities seen through the window can be distracting, and lighting from windows can cause difficulties for cameras that automatically adjust for lighting conditions. Cameras pointed at users sitting in front of windows will be flooded with background light and the transmitted image of the user will appear only as a dark object in front of a well-lit window.
- Window coverings such as curtains that sway, or those that do not completely cover the window can be distracting.
- Objects typically found on tabletops during meetings, like water bottles, and laptops can also contribute to visual noise.
- Tables with highly glossed surfaces cause light to reflect off the table and into the camera. Cameras that automatically adjust brightness settings will then adjust for the camera to accommodate this reflected light and most other images in the surroundings, including the people will appear dark.

**Other physical factors to consider**

**Tables:** Tables with a matte finish are recommended in order to reduce additional glare. Depending on the size of the sessions, tables should be portable (e.g. wheels on legs, or...
detachable legs) to allow optimal set up. A large meeting could be accommodated by a series of tables and technologies set up as shown in Figure 1.

**Objects on Table:** Minimize the amount of items visible on the table. Flowers, water bottles, computers and other objects disrupt the field of vision and should be placed elsewhere.

**Curtains:** Solid curtains are recommended to allow the least amount of visual distraction. Vertical shades, however, are not recommended, as they allow sunlight into the room and cause difficulties for cameras with automatic brightness compensation.

**Lights:** Adequate room lighting ensures productive communication. The most optimal lighting is one that illuminates the users face and hands directly. However, this type of lighting is likely to cause discomfort to the user. Also, bright overhead lighting minimizes shadows on the face and hands. Brightline Inc. (Brightline, 2002) provides recommendations and shows optimal lighting arrangements for video conferencing. Lighting and lighting placement are a function of room size, person location, wall and ceiling reflectance.

**Chairs:** The chairs should not be “squeaky” when rocked back and forth. Casters on casters are most appropriate for tiled floors to prevent scraping sounds when the chairs are moved. The ideal floor covering is carpet with under padding to minimize the chair moving sounds.

**Room Colour:** The walls in the video conferencing room should be painted a solid neutral colour (blue and greens are also acceptable). Walls with patterns or pictures are visually distracting.
It is important for the deaf person(s) to have an unobstructive view of the remote location. The sign language interpreter either in person or via the videoconferencing equipment is best to be straight ahead from the deaf person’s field of vision.

Figure 1: Different furniture and placement configurations.

**Turn-taking**
Another critically important consideration is that of turn-taking. Because of the difficulties in producing and understanding non-verbal cues during any video conference, turn taking becomes much more cumbersome in general. Interlocutors constantly miss turn-taking cues resulting in communication errors such as overlapping each other or interrupting, having long moments of silence, and taking control of the floor for lengthy periods of time. When someone who is deaf is added to the video conference these difficulties and errors become elevated.

It is often the role of the interpreter to mitigate turn-taking but it may be a much more difficult task for a remote interpreter because they too may miss the turn-taking cues. At the Canadian Hearing Society, attempts to solve this particular difficulty involve employing a conference manager at one site. This person is not the meeting chairperson and is only responsible for managing all of the technology as well as maintaining a formal speaker’s list (by monitoring people’s desire to speak). This approach is the most successful approach to date but it not the most cost-effective method because it requires another person to facilitate the meeting.

Fels et al. (2000) investigated the use of technology such as lights (flashing, spinning, etc), and a waving hand as a way of improving turn-taking for video conferencing. They found
that having a waving hand mechanism activated by a remote participant was very successful at gaining the attention of all participants. While this may be appropriate for classroom settings or even meeting settings, a waving hand may not be acceptable or appropriate in all situations. Further study of this type of approach may provide acceptable solutions.

A third solution to this problem is to use an electronic token to request a turn to speak. This is similar to a physical meeting token or formal speaker list that is commonly used to formalize turn-taking in face-to-face meetings. A user would request the token indicating that she wants a turn to speak, have her turn and then release the token when finished. There must be an override mechanism, perhaps controlled by the meeting chairperson, so that a person does not take complete control of the meeting or the floor. The electronic token can keep circulating until the communication session is complete. There has been little research on the effectiveness of this approach to formalised turn-taking and the acceptance by hearing and deaf people of such a method for video conferenced meetings.

Confidentiality
There are important and unique confidentiality and ownership issues arise with video conferencing. For example, questions such as whether recording a video conference violates confidentiality rules, who owns the archive, and who can access the archive remain unanswered. Similar to audio recording practices, permission to record the audio/visual proceedings should always be sought from participants. This permission should address the ownership and access issues. Legal advice is warranted if archiving video conferences is a normal procedure for an organisation.

Special Considerations for managing multipoint or multi-application conferencing
The user will have the opportunity to connect such equipment as a document projector and/or a scan converter that allow people to present paper-based visual materials through the video conferencing.

Video conferencing equipment such as Polycom allows the user to switch between different presentation technologies while in session. For example, the user can switch and allow the users at the remote locations to see a PowerPoint presentation or videotape on the full screen while presenting. For the hearing presenter/participant, there are no barriers as the hearing presenter can continue to speak and the users can see the PowerPoint presentation simultaneously. For deaf users deaf or hard of hearing users must read the PowerPoint presentation first and then return to the presenter or the interpreter being on the screen. This can cause disruptions (and hence delays) in the flow of the presentation and requires considerable mental effort on the part of the deaf participant who must then remember what was on the visual display.

The presenter should be aware of the difficulties of presenting additional visual materials simultaneously with discussion and provide visual materials to participants before the video conferencing or prepare the presentation to account for participant’s needs to keep switching the view screen between the visual material and the interpreter or speaker. For example, the presenter should constantly repeat verbally points on visual material being discussed or allow time for participants to take notes or copy the material on the slides.
Displaying a PowerPoint presentation on the same image as the presenter is worse because it can be very difficult for the users at the remote locations to see the PowerPoint presentation (it is usually too small or the projection screen in the local location is poorly lit).

Other factors
The need to constantly monitor the auditory “goings-on” of the physical environment and then decide what is important to communicate to the person who is deaf is an important secondary task for the interpreter. For example, an interpreter might ignore a pencil that falls on the ground because it does not have any consequence for the communication transaction in a face-to-face meeting. However, when the interpreter is remote the physical context is limited by what can be viewed though the camera. It is difficult for the interpreter to determine whether an unseen audio event such as a door shutting outside the view of the camera is important or not. The interpreter must be hyper-vigilant and constantly assess the importance of non-speech and unseen audio events increasing the already high cognitive load and corresponding fatigue levels for the interpreter. Frequent breaks (e.g., every 30 minutes) or more than one interpreter may be required to accommodate these increased cognitive demands.

One final consideration for video conferencing situations is that they can include multiple applications. Many video conferencing technologies allow you to incorporate presentations (e.g. PowerPoint, videotapes (VCR, DVD), a drawing application to share work among all participants and other visual mediums) If only one viewing screen is available, the video conferencing software allocates the viewing priority to the application. The hearing participants can talk over the display and hear what is being said. However, in situations where the interpreter is located with the hearing participants or remote from all participants, the deaf person cannot participate because the interpreter’s video is replaced by the application images. In this situation, the use of two viewing screens, one dedicated to the interpreter and the second one for other images is required, or the shared work must be paper-based. Users might have the opportunity to connect such equipment as “Elmo” and or a scan converter to allow user to use different technologies through the videoconferencing to provide more visual information.

Videoconferencing equipment such as that available through Polycom allows the user to switch between the mediums while a session is happening. For example, the user can switch and allow the users at the remote locations to see a PowerPoint presentation or videotape on the full screen while presenting. For the hearing presenter, this results in no barriers as the hearing presenter can continue to speak and the users can see the PowerPoint presentation. For the deaf users it requires more time as the presenter must allow the deaf or hard of hearing users to read the PowerPoint presentation and then go back to the presenter or the interpreter being on the screen. Using a PowerPoint presentation with the presenter through the videoconferencing camera results in less than optimal viewing because it is very difficult for the users at the remote locations to see the PowerPoint presentation. Ultimately the ideal setting would be allowing sufficient viewing times between the mediums to allow the users to read the content. Ideally it would be an excellent idea to send copies of your presentation (e.g. PowerPoint) to the remote users and
interpreters. Table 3 summarises the most common behavioural, etiquette and communication issues experienced by hearing and deaf people during video conference sessions.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Hearing People</th>
<th>Deaf People</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language choice of meetings and issues of language power</td>
<td>• Hearing people who know sign language still communicate in spoken language and use sign language interpreters.</td>
<td>• Culturally deaf people are still expected to be bilingual and follow written (English) documents shared in the meeting.</td>
</tr>
<tr>
<td>Introductions</td>
<td>• Often introduce themselves each time they speak as many female voices sound alike.</td>
<td>• It is obvious who is signing, but if deaf people announce themselves before signing, it will make their participation in the meeting equal to their hearing counterparts.</td>
</tr>
<tr>
<td>Eye Contact</td>
<td>• May tolerate the lack of eye contact with the people at the far site, provided there is good audio</td>
<td>• An important part of the visual language and severing eye contact means the communication has ceased.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Sitting back from the viewing screen (approximately 244 cm or 8' from a 32&quot; monitor) simulates the most natural eye contact.</td>
</tr>
<tr>
<td>Chairperson (deaf or hearing)</td>
<td>• Must ensure that all people are included as equal participants</td>
<td>• Must ensure that all participants are included as equal participants</td>
</tr>
<tr>
<td>Use of peripherals</td>
<td>• Can keep talking while PowerPoint slides are being shown</td>
<td>• When interpreters and deaf people are showing PowerPoint slides in a videoconference, there must be pause between each slide and then interpreter can resume watching the signing.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Communication will not be accessible if the hearing person continues to talk over the PowerPoint slides.</td>
</tr>
</tbody>
</table>

Table 3: Behavioural, communication and etiquette issues.

1.3.1.5 Considerations for Remote Sign Language Interpreters
Preparation

An interpreter with many years of interpreting experience will be reasonably comfortable in most interpreting situations. However, the addition of remote interpreting may be anxiety-provoking.

Some of the concerns that interpreters will have include:

1. Interpreters want assurances that the people at the remote site will understand their needs and be able to meet them.
2. Whether remote interpreting equipment will be placed in the correct position.
3. Whether remote interpreting equipment will be placed in the correct position.

While the interpreter is working for the deaf consumer in a face-to-face situation, it is common practice to establish rapport and acknowledge and accommodate for regional differences.

In addition, there can be regional differences in sign language that may cause communication difficulties or misunderstandings. For example, a Canadian deaf person may have different experiences with regional variations in sign language.

During the video conference, presentation materials should be provided at least one day ahead of the scheduled video conference.

The purpose of the discussion includes introducing participants to new information and addressing any possible questions prior to the interpreting session. Information about the participants, the meeting agenda, and any other relevant details should be provided to the interpreter before the session.

The interpreter's role is to facilitate communication between the hearing and deaf participants. During the session, the interpreter will provide a summary of the main points of the discussion and clarify any misunderstandings.

In summary, remote interpreting requires careful planning and preparation to ensure effective communication between all participants.
unusual position of being the centre of attention. This potentially adds discomfort and
cognitive load to the already considerable cognitive load from interpreting for a remote
sign language interpreter.

Lag Time
During any interpreting assignment there is a lag, or delay, from the time the source
message from the deaf participant is presented, to when the interpreter understands the
message and presents it in the target language. This lag may be longer when
videoconferencing technology is used due to the delay introduced by the technology. The
ability of the deaf participant to participate on an equal level is restricted. Participants need
to know to expect these delays and account for them in meetings. Section 3.4.1.6 provides
some suggested solutions to assist in managing the turn-taking difficulties imposed by the
increased lag time. In addition, we suggest that a set of guidelines should be presented to
all participants before the conference begins in order to educate people on the
communication differences and the procedures put in place to accommodate these
differences. The meeting chair or the access manager should be responsible for
disseminating these guidelines.

Interpreters, deaf people and hearing people at several sites
Where there are several deaf people and interpreters for one video conference, the
arrangement of cameras, viewing screens and seating becomes more complex. If several
deaf people are participating in a multi-point call, they may have interpreters present with
them at their site. In that case, the interpreter at that site voices and the information is re-
signed by the interpreter at the other sites. The deaf people then have the choice of
watching the deaf participant directly, or watching the “shadowed” version provided by the
interpreter in person at their site. In a multi-point or continuous presence call, the frame
speed of each square is reduced enough so as to increase the difficulty of the interpreting
task. Having deaf people provide an interpreter at their site reduces some of this difficulty.

Interrupting the speaker (either deaf or hearing)
In person, there are opportunities for the interpreter and the deaf consumer to exchange
brief signs that reinforce the accuracy of parts of the interpretation. For example, if a deaf
person was talking about their family, an interpreter might check briefly, “Do you have
FOUR brothers?” The deaf person could communicate the answer to the interpreter
without necessarily stopping the natural flow of the communication. This checking of the
accuracy of the initial interpretation might not be obvious to the audience listening to the
voice interpretation. When interpreting remotely, it can be difficult for the interpreter to
“check in” with the deaf consumer and interrupting becomes more complicated. The
interpreter needs regular access to the consumers and the meeting chairperson so she can
easily stop the proceedings in order to get clarification when needed. However, even if this
occurs, the subtle accuracy “checking” becomes more conspicuous to the other participants
and may cause disruption.

Preparation materials provided to the interpreter ahead of time can significantly offset this
need for interrupting the speaker. As long as the interpreter has the proper background
materials ahead of time, the need for interrupting the flow of the communication can be
minimized.
Reduced Signing Space
An additional challenge to remote interpreters is they must adjust their natural signing space to accommodate the field of view of the camera. They cannot sign outside of a prescribed area that falls within the camera’s visual field otherwise the deaf participant cannot see what is being said. Reducing the natural signing space can cause additional cognitive load and fatigue for the interpreter. More frequent breaks or team interpreting may be required to relieve this additional strain on the interpreter.

Auditory Referencing
Interpreters who are at the same location as their deaf and hearing consumers have the luxury of looking at exactly what is being referenced in the communication. Interpreters cannot sign the spatial relationship if they cannot see what is being referenced. For example, if a speaker says, “You put this over here,” the interpreter will be at a loss as to how to describe what is being discussed. It is more effective for deaf and hearing participants to be explicit in what they are referencing such as, “Your name goes in the blue box in the right-hand corner of the first page.”

Team Interpreting
Team interpreting is difficult to successfully carry out remotely without audio headsets that allow the interpreters to communicate together without disrupting the rest of the viewing audience. It is hard for the interpreters to confer on best linguistic choices (either for sign language or English) without individual headsets and microphones. If one of the team interpreters is at a remote setting, their audio is transmitted as soon as they offer linguistic suggestion. It is likely to be perceived as an auditory or visual distraction to the other participants.

Deaf Interpreter
The Certified Deaf Interpreter (CDI) is an individual who is deaf or hard of hearing. In addition to proficient communication skill and general interpreter training, the CDI has specialized training and/or experience in the use of gesture, mime, props, drawings and other tools to enhance communication. The CDI has knowledge and understanding of deafness, the Deaf community, and Deaf culture. The CDI possesses native or near-native fluency in American Sign Language (Registry of Deaf Interpreters, 2004).

There are some unique considerations for video remote interpretations that are applicable to Deaf interpreters. These include:

a. Negotiate with consumer(s) to create working conditions that will facilitate the most accurate and comfortable delivery of interpreting services
b. Inform consumers (hearing and deaf) of any problems the video conferencing session and make efforts to correct them. In this situation, the deaf interpreter may require more time to facilitate communication between the deaf person and the sign language interpreter. Depending on the communication needs of the consumer, the amount of time needed for effective communication may actually double.
c. Communicate with team member(s), particularly at the beginning of the video conference, to assess effectiveness of the interpreting.

d. At the completion of the assignment, it is critical that the deaf interpreter inform the consumers (hearing and deaf) about the clarity of the assignment.

1.3.1.6 Skills Needed for Remote Interpreters

There are very few documents describing specific interpreter skills required for successful remote interpreting. However, where there is mention of remote interpreting, there is agreement that remote interpreters must have considerable experience as face-to-face interpreters. Novices or new graduates of interpreter training programs may find remote interpreting extremely difficult. The types of skills that are learned through experience that are particularly transferable to remote interpreting are:

1. **Closure skills** – Interpreters must have the vocabulary, in English and in Sign Language, to appropriately complete sentences. An example of this might be a deaf person telling a story about going to an office to drop off their resume and having to leave it with a receptionist. The interpreter might miss the actual fingerspelling of the word “r-e-c-e-p-t-i-o-n-i-s-t” due to the time lag or pixelation caused by the video conferencing system but can still use their interpolation and closure skills to make a meaningful sentence.

2. **Assertiveness** – The remote interpreter must be willing to interrupt proceedings that are preventing participation by the deaf person for whatever reason, particularly if the chairperson is unable to manage the turn-taking and time lag issues. However, this is an added task for the interpreter and is not ideal. The interpreter may want to have a discussion with the chair person regarding some of the issues and solutions to turn-taking and accommodating the time delay to ensure equal access by the deaf person. Better yet, the interpreter can carry a set of guidelines such as the ones included in this document to provide to inexperienced meeting chairs.

3. **Memory** – The interpreter must track new, incoming information as well as the gist of what has just been interpreted. This is required because there are often ambiguous references made to previous utterance (such as to a previous PowerPoint slide that is no longer on screen) or location indicators such as “I put that document over here”. In addition, remote interpreting tends to have more communication misunderstandings than face-to-face interpreting so the interpreter must have an idea of where the communication breakdown may have occurred, and where to go back to amend or correct the interpretation.

4. **Lexical choices** – The interpreter must have several lexical choices for the same concept, as some signs will be more conducive to a 2-dimensional medium than others. Experienced interpreters will have gained sufficient alternative expressions to accommodate and made lexical adjustments to accommodate this situation.

5. **Varied Experiences** – Interpreters with various kinds of community interpreting experiences will have the ability to interpret for a wide variety of consumers (both deaf and hearing). This is particularly important for remote interpreting.
because the likelihood of interpreting for people outside of the interpreters' regular community is high. For example, an interpreter from Canada may be interpreting remotely for someone in the southern US.

Other factors to consider

1. The optimal background colour is a solid blue or black.
2. The interpreter's attire needs to be a solid blue or black colour as well.
3. Excessive movement is sometimes difficult for the camera to capture. It is best if the interpreter stays in one place.
4. A highly skilled interpreter is preferable, but he should be able to adjust his signing rate to account for less optimal camera frame rates.
5. The interpreter should arrive at least 15 minutes prior to the meeting. If it is an interpreter's first exposure to video conferencing (after training), it is recommended that the interpreter arrive at least 30 minutes early. The deaf person should also arrive 15 minutes prior to the meeting.

1.4 Illustrative cases and personal accounts highlighting issues

This section provides a short description of several cases and personal accounts illustrating the common issues using video conferencing for people with disabilities. Emphasis on experiences of deaf consumers is made due to the complications of language translation and the importance of high quality video.

The first case is of a family with a hearing father and deaf mother gathered to discuss parenting strategies with the hearing staff of a child protection agency in order to determine whether the child could stay in the home. The interpreter was connected remotely through a video conferencing system and all other participants were face-to-face. There were no remote camera controls so that the interpreter could not control the camera in the meeting room.

The mother was very upset and crying. As a result, she could not pay attention to the viewing screen, and the interpreter had difficulties gaining the attention of the other meeting members to assert the mother's needs. Also, the staff was seated with their backs to the viewing screen and facing the father, so that they could not see the interpreter's attempts to gain their attention. The interpreter was trying to accurately and intelligently represent the mother's communication but because the mother was so upset there was considerable delay in processing the mother's communication. This only added to the delay imposed by the technology. In addition, the hearing people continued to give new information and talk while the mother was trying to communicate and the interpreter was trying to interpret that communication and intervene on behalf of the mother. While having to process language as well as assert the deaf person's needs are normal responsibilities of the interpreter, the seating arrangement, the lack of support for and recognition of the mother in the physical setting, the lack of turn-taking structures and the lack of acknowledgement of the interpreter's importance resulted in a failed meeting. Many of these difficulties arose because the interpreter was remote and had difficulty gaining attention and recognition.
While this was a difficult situation even for a face-to-face meeting, the situation was exacerbated by the difficulties resulting from the remote video interpretation issues. To overcome some of these difficulties, there are a number of possible solutions. A formal attention-getting mechanism such as a flashing light with audio would have likely aided in allowing the interpreter and deaf mother to have more presence in the meeting. The hearing staff needed to be seated in such a way as to see the interpreter's eye gaze and turn-taking indicators. In addition, the staff did not have much experience with video conferencing technology, and did inadvertent things such as placing coffee cups down near the microphone causing audio spikes that were very disconcerting for the interpreter. Camera controls or properly setup camera view angles that suited the needs of the interpreter were required. An access manager would have greatly assisted in helping facilitate appropriate setup and use of the technology, and remove some of the barriers to successful communication.

The next three cases are first-person accounts from three individuals directly involved in providing video conferencing services at CHS; two are remote video interpreters, and one is a technical support person at CHS.

1.4.1 Personal Account: My First Impressions of Videoconferencing
By Video Remote Interpreter 1

Question: What was your first impression of video conferencing? As a consumer?

Answer: "The first time I ever interpreted remotely, the deaf consumer copied everything I was signing as if he was watching a teleprompter. How many times does your television ever talk to you? It's a difficult concept for people to get their heads around. Those consumers whom I had met before seemed to pick up the concept faster. If the deaf consumer has never met the interpreter they may not know that the person signing to them on the television screen is actually expecting a response; that the process is interactive."

Question: What were your first experiences as a remote video interpreter?

Answer: "Sign Language Interpreters work hard at improving their English and Sign Language skills and be recognized as competent professionals. To impose technology that makes the interpretation feel more difficult and stilted feels like a step backward. Will people know that I'm not "new"? Will they see me as an interpreter with experience? As a "seasoned interpreter," why should I put myself in a position to feel inadequate when they are many easier assignments readily available?"

1.4.2 Personal Account: My First Impressions of Videoconferencing
By Video Remote Interpreter 2

Question: What was your first impression of video conferencing? As a consumer?

Answer: "The first experience I ever had using videoconferencing was two years ago for a job interview. I knew two of the people at the far site, but I was convinced they were angry with me. The camera had zoomed out in order to fit the three far-site people in the picture at the same time. I couldn't see their facial expressions very well and I felt as if my
personality was really coming across like a lead balloon. Although it was a very clear connection (384 kbps and 30 fps) there was a slight delay in the amount of time it took for them to understand my questions and respond. The experience made me think that I might not want a job doing a lot of videoconferencing if this is what it was all about. I figured it wasn't much different (or better) than a teleconference call. I had a person with me that ran the remote control, but he wanted to leave for another commitment. I was terrified at the prospect of being left alone with the equipment (particularly in a job interview where you want to appear competent at what you’re doing).”

Question: What were your first experiences of remote video interpreting? Difficulties experienced?

Answer: "My first experience interpreting by video conference was for a deaf consumer that I have known both personally and professionally for many years. I thought this would make it easier, but in fact it “upped the ante” and made me more fearful of making a mistake. I thought if I made a mistake, people would question my interpreting skills and think, “Boy, we thought she’d do a great job with Susan seeing that they’ve known each other for years!” It provided an extra pressure on top of the already difficult interpreting task. The situation was further complicated by well-intentioned individuals (who knew sign language) who noticed me struggling and yelled out either background context that I was missing, or yelled out the fingerspelling that I had missed, in order to help me. I had to get the deaf person to fingerspell very slowly and to change the orientation of some of the signs she was producing. Although the deaf person was quite willing to accommodate my needs, I felt like I was giving her an extra task to do. She was already concentrating on her thoughts, and then had to remember my needs. Interpreters are used to blending into the background so that the deaf person and hearing person communicate directly with each other. Having to interrupt either the hearing person or the deaf person more often made me feel more conspicuous in the interpreting event than I was accustomed to being.”

1.4.3 Personal Account: Web Applications Specialist

Question: What was your first impression of video conferencing? As a consumer?

Answer: “IT’S ABOUT TIME! Back in 1991 I was very interested in videoconferencing and how we can use this to communicate visually. The equipment back then was using six telephone lines to communicate and the setting up of this was complex. We now have come to modern day videoconferencing using IP or IDSN. The quality of the visual information has gone up considerably, but there is still room for improvement.

It a new way of communicating and requires new set of rules. The complexity of providing meetings with various communication needs is a challenge. I find myself in a group of deaf individuals who sign only is fine and the only problem is getting people’s attention at the other location. Often we forget the person at the other end. There needs to be a way electronically or through human interactions to improve “attention getting” cues in this medium.”

Question: What were your first experiences of providing video conferencing services at CHS?
Given the implementation of IP videoconferencing at The Canadian Hearing Society, it has provided us new ways of providing services. We have many deaf, deafened and hard of hearing people in the north who do not have access to a sign language interpreter. By providing the interpreter through videoconferencing, it’s breaking down the barrier and at the same time saving costs. I know of individuals in Timmins who are in need of interpreters and we can provide this service from Toronto through videoconferencing. Literacy classes, sign language classes and counseling are other kinds of events that are taking place via videoconferencing. With the videoconferencing, we are breaking down the geographical barriers and being able to provide information in a visual medium.”

These three accounts provide some insight (need for training, pre-conference planning, technology improvements, ways to improve and acknowledge presence of remote person and but that the geographical a significant barriers that can be mediated by vc).

1.5 User Environment Scenarios:

In an effort to better understand and elucidate the issues inherent in different uses of video communication technologies, the following section will examine three key user group environments: health, education, and business, and common tasks used in these environments. For each user group environment, the challenges and issues connected with its unique requirements will be explored, and possible remedies will also be presented.

The scenarios discussed mainly involve one-to-one and small groups. Even though there are many different scenarios and combinations, our recommendations will be based on the most popular scenarios that are commonly presented on daily basis when video remote interpreting is used.

1.5.1 Health care Environments

Health care environment tend to involve limited sets of personnel with limited tasks to be achieved. However, it is very important that people have equal access to the health care environment and are able to successfully communicate. Telemedicine is becoming a much more common approach for providing access to medical services, particularly specialist services, for people in remote communities. It is important to consider the needs of people with disabilities.

1.5.1.1 Tasks

Common tasks that video conference participants may want to carry out in this setting are:

- Consultation – question and answer session regarding particular health needs or issues.
- Examination – inspection of physical, or mental state of patient.
- Prescription – discussion of a particular course of treatment, intervention or action.
1.5.1.2 Physical scenarios

A deaf patient would like to consult with medical personnel (e.g., a doctor, nurse, psychiatrists, or medical technician) through an interpreter via video conferencing. The following list includes possible scenarios of remote interpreter/deaf consumer combination.

- The interpreter is in a remote location and patient and doctor, hospital staff or health-care providers at the local location.
- The interpreter is with the deaf person and the doctor, hospital staff or health-care providers are remote.
- Interpreter can be at one location, deaf person at another and doctor, hospital staff or health-care providers at yet another location.

1.5.1.3 Issues unique to health care settings

Physical Positioning
The National Council on Interpreting in Health Care (NCIHC) has produced guidelines for the role of verbal language interpreters working face-to-face in health care settings. In these settings, they recommend that interpreters be positioned near the patient’s head with their backs to the patient giving the patient as much privacy as possible. However, sign language interpreters must always have eye contact with the patient for communication to be understood so they must stand in such a place as to see the patient’s facial expressions. NCIHC also recommends that interpreters stand between the patient and health care provider so as to appear as unbiased participants.

A sign language interpreter working remotely cannot be guaranteed that busy health care providers in emergency settings will understand the interpreters’ positioning preferences or be able to accommodate them at a bedside with limited room to maneuver the required medical equipment.

Sign language production
The ill deaf person lying in bed will not have the same clear sign language production as that of the interpreter, nor will they necessarily maintain a small enough signing space to fit within the camera’s field of view. This can be particularly problematic when the interpreter is remote from the deaf person.

One recommendation is to use technical solutions such as zooming out the camera lens to capture their whole signing space and environment. However, the interpreter risks losing critical facial expressions that are achieved by having the camera closer to the deaf person’s face. There can be a constant conflict between wanted to see a larger view of the room, and the need to go close to the deaf person to see nuances in the facial expression.

Socio/Political
When remote video interpretation is the method of service delivery, deaf participants may mistrust the interpreter because they have no working relationship with the interpreter and no common cultural context. They may withhold some of their communication. This may also work to the benefit of the deaf person. In a sensitive health care setting, deaf people
may say more because they do not know the interpreter personally and chances are will not run into that same interpreter out in the community.

Socio/political factors emerge as some of the most important factors for successful video conferencing and remote interpreting. Failure to account for these factors can result in a failed conference and service to the deaf person. These factors include psychological aspects such as an interpreter’s ability to cope with the stress of a remote interpreting assignment, or a deaf person’s ability to cope with the stress of having medical needs and the confidence to express these needs via a video conferencing system and/or remote interpreter; having to rely on a screen to derive the visual support information necessary for carrying out the interpreting task; motivation; processing information from multiple sources; social isolation; and operating multiple controls while effectively communicating. For example, in personal statements it has been reported by interpreters and deaf people that the lack of proximity between a deaf person and her interpreter can create a feeling of alienation that may results in lack of motivation, a decrease in interpreting quality, and a decrease in the deaf person’s involvement and participation in the video conference.

The deaf person may be at significant disadvantage because of these socio/political factors. In addition, they may feel intimidated by a lack of medical knowledge and and by not having a physical presence at the consultation, meeting or evaluation. This may result in an unbalanced power relationship between medical personnel and the deaf patient that can, in turn, cause withdrawl by the deaf participant, the need for the interpreter to take on a strong advocacy role, and errors made by the medical team by unconfirmed or incorrect assumptions. Awareness, experience and perhaps a patient advocate who is physically present with the medical team may be ways in which some of these difficulties can be mediated.

1.5.1.4 Guidelines and Protocols specific to Health Scenarios

- Follow general guidelines listed in Section 3.0.
- It is recommended that a system with “picture-in-picture” capabilities be used and that deaf consumers and interpreters be instructed to monitor themselves in the “Picture in Picture” screen to ensure that their signing stays within the camera’s view. Individuals may need to adjust their signing space to accommodate small camera field of views.
- The deaf consumer at the remote end should have access to the camera controls so that they can ensure that the signs being transmitted by the interpreter. One important consideration is that the deaf person must also have training and a comfort level with the technology in order to manage camera controls, sign adequately and communicate his/her needs in an environment where the deaf person may be feeling sick or enjoy little power in the relationship.
- Video conferencing calls should be recorded for future reference or for legal needs.
- There can be a general need for a mobile video conferencing facility if people do not have the mobility to move to a “special video conferencing room”. The recommendations in this document would apply to this type of portable system as well.
• A pre-conference meeting (using the video conferencing system) is recommended to alleviate some of the cultural and technical difficulties that might interfere with the success of the actual conference, and to provide new users with some practice.
• The technology should be tested and adjusted prior to the meeting to ensure that connection numbers, cameras, microphones and displays are working correctly. This also avoids time being spent on audio and video checks during the meeting.
• The interpreter should always remain in direct eye contact with the person who is deaf regardless of the position of equipment or other people.
• Be cognizant of the psychological stress imposed by medical situations and increased potential for the deaf participant to be alienated due to a reduced ability to communicate while ill and over a video conferencing system. It may be too easy for the medical practitioners to inadvertently ignore the deaf person’s needs.

1.5.2 Education Environments

Distance learning has become more popular and gained wider acceptance as an effective instructional tool (Gowan & Downs, 1994; Benford et. al., 1998). Students of all types have begun to take advantage of this services institution are offering. Video mediated communication is a valuable educational resource because it provides access to live instructors or teaching assistants; it can be more motivating than students working on their own, and can help students improve communication skills (Knight, 1998).

When a deaf student is registered at a post-secondary institution, whether it is through distance learning or face-to-face classes, she is often provided with an interpreter. As interpreting services can be difficult to obtain particularly for students at institutions in more remote locations (e.g., University of the Cariboo in northern British Columbia), the possibility of using remote interpretation is very real. Interpretation would be provided by interpreters in major centres that can often be quite a distance from the student.

1.5.2.1 Typical tasks

Common tasks that students (remote or local) may want to carry out in this setting are:

• Listening/pay attention to instructor for extended periods of time (e.g., one hour).
• Interacting with instructor with question/answer or discussion styles of interaction.
• Interacting with peers in formal group meetings, or in side conversations.
• Interrupting instructor to ask question.
• Formal presentation of academic material or point of view for entire class.
• Viewing class material (e.g., PowerPoint presentations, overheads, videos, music, blackboard/whiteboard markings, and images, websites, etc.)
1.5.2.2 Physical scenarios

There are a number of possible physical scenarios in which video conferencing is used to serve deaf students. These apply whether the video conferencing is used in a distanced education or a face-to-face teaching situation.

In the first scenario, the deaf student and her interpreter are in the same location. The interpreter would be signing the material being delivered by the instructor and voicing questions from the deaf student. This scenario is the most straightforward as the interpreter can remain outside of the field of view of the camera and the viewing screen in the classroom only shows the deaf student. The image in the student’s location shows the instructor and/or the classroom depending on the controls provided with the video conferencing system.

A second scenario is where the interpreter and instructor are in the same location and the deaf student is in the remote location. The interpreter is video remote interpreting the material being taught by the instructor while having a physical presence in the classroom. While the deaf student will always appear on the viewing screen, the interpreter potentially will have a stronger presence in the classroom particularly when voicing the deaf student’s communication. Maintaining focus on the deaf student is a difficult task for the interpreter particularly when there are many other people in the classroom. The viewing screen is often located at the front of the classroom for the simple reason of access to electrical power. The deaf student is not an integrated part of the class but rather stands out at the front and may believe that everyone is always “watching” him. In addition, the eye gaze position of the deaf student due to the camera location may seem as though the deaf student is otherwise occupied or not paying attention. This may cause the student to take a passive stance and not participate in discussions or queries.

PEBBLES (Weiss & Fels, 2001) is one example of a video conferencing system that allows a remote student to be placed anywhere in a classroom. It is a video conferencing robot designed to allow students in hospital to attend school. Remote students have control over what they can view in their classroom and what others can see of them. Studies with PEBBLES (Fels, 2003) indicate that students using PEBBLES become integrated into the classroom quickly and that they do not receive more attention than other students after an initial novelty period. Placing the video conferencing unit at a normal “seat” in the classroom may remove some of the unwanted focus on the deaf student at the front of the class.

The third scenario would occur when the deaf student is physically attending a course in a classroom and the interpreter is remote. The video conferencing system would be setup in the classroom and transmit a live image and voice of the interpreter (the interpreter would sign what the instructor was saying and voice comments, questions, discussion points signed by the student).

Similar to the second scenario, the video conferencing system would usually be placed at the front of the classroom and potentially become the focus of attention particularly when the interpreter is voicing the deaf student’s comments. The interpreter would have very
little influence over where people are looking as the interpreter’s eye gaze would seem to be towards all people in the classroom. Using a personal video conferencing system in the classroom that can be located close to the deaf student may potentially alleviate some of these problems including focusing the attention on the deaf student when he wants the floor.

1.5.2.3 Issues unique to education settings

Turn-taking
In classroom situations, turn-taking tends to be more formalized where students are expected to raise their hands to indicate they want the floor. Integrating a turn-taking indicator such as a hand or an audible light may be an appropriate method for the deaf student to also indicate she wants the floor. However, using only a light or flashing light has been shown to be ineffective in classroom settings (Weiss et al, 2001).

Shared applications
Where PowerPoint presentations or other applications must be shared, dual monitors must be used to ensure that the interpreter can always be seen by the deaf student. If captioning is available for audio material such as videos and films that have sound or music, it should be activated to ease some of the burden on the interpreter. If no captions are available for video or music material, the education delivery unit should consider producing them. This is important for live access to this material during use for the class but it is also important to allow students access to the material after class when an interpreter is not available.

Other important factors
Finally, constant attention to a video screen is fatiguing for deaf students as they rely exclusively on their visual system to acquire communication messages. Hearing students can take small visual breaks by using their auditory system during class. More frequent formal breaks, at least once per hour, are required to allow the deaf student to rest.

1.5.2.4 Guidelines and Recommendations specific to education

- Follow general guidelines for listed in Section 3.0
- It is recommended that a system with “picture-in-picture” capabilities be used and that deaf consumers and interpreters be instructed to monitor themselves in the "Picture in Picture" screen to ensure that their signing stays within the camera's view. Individuals may need to adjust their signing space to accommodate small camera field of views.
- The deaf consumer at the remote end should have access to the camera controls so that they can ensure that the signs being transmitted by the interpreter. One important consideration is that the deaf person must also have training and a comfort level with the technology in order to manage camera controls, sign and communicate adequately.
- As the instructor usually is responsible for managing class activities, pre-conference training is highly recommended. The instructor must be made aware of the unique communication and turn-taking needs of the deaf person/interpreter pair, and given strategies for ensuring that these needs are met.
- The technology should be tested and adjusted prior to the first class to ensure that connection numbers, cameras, microphones and displays are working correctly. This
also avoids time being spent on audio and video checks during the class and possible missed information from the instructor.

- The interpreter should always remain in direct eye contact with the person who is deaf regardless of the position of the instructor, other people or equipment in the classroom.
- Employ a formal turn-taking mechanism such as a remote hand that allows the deaf person to overtly gain the attention of the instructor or class peers.
- All class materials should be available to the deaf person and the instructor before the class begins.
- Any video or music material used in class should be captioned, and the captions turned on during viewing of the material in class.

1.5.3 Business Environments

One of the most common applications of video conferencing with deaf participants is a business meeting. These can take several forms including one-on-one, small groups of less than fifteen individuals, and large meeting with many people (e.g., annual general meeting). In each setting, there are unique issues that must be addressed so that the deaf person can enjoy equal participation and the interpreter is optimally positioned to facilitate this participation.

1.5.3.1 Tasks

Common tasks that video conference participants may want to carry out in this setting are:

- Participate in the discussion, contributing comments and listening to what others contribute. This can be accomplished using formal, agenda-driven rules for turn-taking and meeting progress (e.g., Robert's rules of order) or much more informal processes where people raise hands to request the floor or use non-verbal cues to take a turn when the opportunity arises. Large group meetings tend to be much more formal with set agendas and speakers, formal question/answer or discussion periods and formal turn-taking structures.
- Proposing or seconding motions.
- Presenting information or materials where participant has formal and exclusive control of the floor.
- Asking/answering questions/gaining attention
- Chairing meeting

1.5.3.2 Scenarios

The following three scenarios of deaf/interpreter pairs are possible

One to One Meetings
- The deaf person and the interpreter are in the remote location and the hearing person is at the local location or vice-versa.
- The deaf person and the hearing person are in the local location while the interpreter is at the remote location.
Small Group Meeting

- The group of deaf people and interpreter are at the local location while the hearing person/people are at the remote location.
- The deaf person is at the remote location and the hearing people and interpreter is at the local location.
- Deaf and hearing people at local location and the interpreter is at remote location.

Large meetings

- Group of deaf and hearing people are at the local location while the interpreter is at the remote location.
- Group of deaf and hearing people as well as the interpreter is at the local location while at the remote location there would be a small group of hearing and/or deaf people.

1.5.3.3 Issues unique to meeting settings

Turn-taking

Turn-taking issues are likely the more important issue to consider in meeting with deaf people. Equal participation in video conferenced meetings often involves equal access and particular sensitivity to turn-taking issues. Many of the issues discussed in Section 3.1.4.6 apply in business meeting scenarios.

It is very important that turn-taking mechanisms be explicitly addressed and formalised in meetings with deaf participants to ensure that people are not isolated from discussions and can contribute equally. This is the responsibility of the meeting chair and remote interpreter (and/or the access manager) even when technological solutions are provided (e.g., a turn-taking indicator is used).

Visual materials

Business meetings like education scenarios often involve the use of visual presentation materials. As discussed in section 5.2.3.2 and 3.1.4.8, there are particular difficulties in using visual materials and speaking about those materials simultaneously. Large group meetings are often planned well in advance of the meeting. Providing visual materials to participants ahead of the meeting is the usual practice. One-on-one meetings often do not involve the use of other visual materials.

Small group meetings are often most affected by use of ad hoc or undistributed visual materials. In order to best manage the needs of deaf users for access to the visual materials and the interpreter through a single view screen, the following suggestions are made:

1) Use a fax, internet connection or file transfer capabilities on the video conferencing system to supply the deaf participant and the interpreter with visual materials during the meeting. The meeting may need to pause while this is carried out but can then resume at a faster pace once all people have access to the visual materials.

2) For a pre-planned meeting, the meeting organizer should request visual materials be made available prior to the meeting or suggest that they not be used.
3) The presenter should repeat/read each point verbally before discussing it as well as explicitly announce when a page/slide should be turned to the next one. This will be useful for blind and deaf participants.

Socio/political
The social/political issues that arise with for the health care environment are also potential issues in business meetings. Section 5.1.3.3 under Socio/political health provides details of those issues.

Technology alternatives
- Desktop computer videoconferencing equipment can be used for one to one videoconferencing.
- Small groups require boardroom style set up utilizing videoconferencing equipment that allows camera movement via the remote control.

1.5.3.4 Guidelines and Recommendations specific to meetings
- Deaf consumers and interpreters need to watch themselves in the "My Video" or "Picture in Picture" screen to be sure that they are signing within the camera's view. Deaf people might have to sign in a smaller space than they normally do, so they are not signing off screen.
- The deaf consumer at the other end should have the control to zoom in/out, up/down to be able to get the signs being transmitted by the interpreter.
- For large and small group meetings, a meeting chair should be assigned. The chair is responsible for ensuring that participants with disabilities and interpreters are explicitly included and meeting procedures address their specific access needs. Planning this prior to the meeting ensures that there are no meeting delays because these issues have not been addressed.
- It is ideal to have a separate access manager from the meeting chair who is responsible for the operation of the technology and for ensuring that access needs are met.
- Video conferencing calls should be recorded and archived for future references and as video/audio notes. Confidentiality issues should be taken into account.
- Visual materials should be made available to deaf participants and interpreters at least one day prior to the meeting.
- Turn-taking procedures should follow formal turn-taking rules. The meeting chair must be responsible for the management of turn-taking.
- Training sessions for video conferencing should include training and suggestions to address access issues.

1.6 Live Captioning: An Overview
Real-time or live captioning is a technique that is not currently available in video conferencing technologies and that could provide many benefits to users with disabilities.
Real-time captioning involves the translation of dialog or spoken information into text as it is occurring similar using court stenographic procedures (court stenographer and technology). A verbatim text transcript is provided to conference participants as participant dialog is being produced. Not only does this allow participation by hard of hearing participants and some deaf participants who use spoken language, but also it allows a complete text archive of the meeting to be produced while the meeting is in progress. The text stream could be displayed along with the camera images on the view screen or it could be displayed over parallel technologies such as through a website.

Services already exist that provide real-time captioning through remote connections. The real-time captionist does not need to physically attend the meeting or class but can use a remote audio/video connection to “listen” to the meeting, and produce and display the real-time captions for meeting participants.

Some of the difficulties with real-time captioning relate to accuracy levels (or error rates during to typing inaccuracies, poor audio fidelity, and mis-hearing words), interpreter’s ability to physically and cognitively cope with speed of conversation, interpreter fatigue, and ways to easily provide emotive or speaker identification information. Many of these difficulties remain unresolved and additional research and development is required to address them.

1.7 Recommendations and Guidelines – Summary

- **Recommended minimum bandwidth is 384kbps for a typical business quality videoconference.**
- Good quality videoconference requires 30 frames per second video transmission.
- Data rate higher than or equal to 384 kbps will support a video screen update of 30 frames per second, equal to VCR playback quality television.
- **Data rate lower than 384 kbps will support video screen update of 15 frames per second or less, which is usable, but can seem jerky under rapid motion.**
- Video transmission frame rate greater than 15 frames per second is critical.
- Audio is less important (it is still important for the interpreter), than video, so need for camera controls (remote and local) is very critical.
- Personal microphone such as a lavaliere or lapel microphone for the interpreter rather than a high-end room microphone can be used.
- If interpreter is with the hearing participants, a room microphone and a personal microphone may be required.
- Intelligent audio signal processing (in the form of intelligent hardware or software mixer) must be available to switch between the various audio sources (e.g., interpreter voicing and meeting participants).
- Microphone should be placed next to interpreter voicing for deaf person.
- Remote interpreters should only work for three hours per day, since video interpreting is more fatiguing than face-to-face interpreting.
- Maintaining eye contact is crucial for deaf people in video conferencing.
- Sitting back from the viewing screen (approximately 244 cm or 8' from a 32" monitor) simulates the most natural eye contact.
• Interpreter should position herself on camera by sitting far enough back or by
  zooming out to appear to have eye contact with the deaf person.
• The interpreter should always remain in direct eye contact with the person who is
dead regardless of the position of equipment or other people.
• Interpreters should avoid eye contact with a hearing person as a non-verbal
  reminder that he should direct his remarks to the deaf person.
• If interpreter is remote to all parties, he must view screen to watch the person who
  is deaf.
• To eliminate “visual clutter” in the camera’s field of view, minimize visible items
  on the table such as flowers, water bottles, computer screens,
• Table 1 suggests appropriate seating arrangements for all participants.
• An office divider in a neutral colour makes an appropriate backdrop.
• Walls in the video conferencing room should be painted a solid neutral colour (blue
  and green are also acceptable).
• The environment must have minimal “visual noise” such as windows, wall
  coverings, logos, murals or any thing or person that can distract users.
• The optimal background colour is a solid blue or black.
• The interpreter’s attire needs to be a solid blue or black colour as well and should
  contrast with the skin colour.
• Excessive movement is sometimes difficult for the camera to capture. It is best if
  the interpreter stays in one place.
• Tables with a matte finish are recommended to reduce additional glare.
• Depending on the size of the sessions, tables should be portable (eg: wheels on legs,
or detachable legs) to allow optimal set up.
• Curtains are recommended to allow the least amount of visual distraction.
• Chairs should not be “squeaky” when rocked back and forth. Casters on casters are
  most appropriate for tiled floors to prevent scraping sounds when the chairs are
  moved. The ideal floor covering is carpet with under padding to minimize the chair
  moving sounds.
• Adequate room lighting ensures productive communication. Optimal lighting
  should illuminate the user’s face and hands directly and minimizes shadows on face
  and hands.
• The interpreter must be hyper-vigilant and constantly assess the importance of non-
speech and unseen audio events
• If a presentation is incorporated in video conferencing one viewing screen should
  be for the interpreter and a second one for the other images.
• Chairperson must ensure that all participants are included equally.
• When interpreters and deaf people are using PowerPoint in video conferencing,
  there must be a pause between each slide and then interpreter can resume watching
  the signing. Communication will not be accessible if the hearing person continues
to talk over the PowerPoint.
• If deaf participants announce themselves before signing; it will make their
  participation in the meeting more equal to their hearing counterparts.
Information about participants, meeting purpose, agenda for discussion, intended outcomes of assignment, and any other materials should be provided at least one day ahead of the scheduled video conference.

Scheduled introductory time between remote interpreter and deaf consumer ahead of the meeting (at least 10 minutes) is needed to allow these individuals to establish rapport, and acknowledge and accommodate for regional differences.

Arrival of interpreter should be at least 15 minutes prior to the meeting, but if it's a first time it should be ½ hour earlier. The client (deaf person) should arrive 15 minutes prior to the meeting as well.

A set of guidelines should be presented to all participants before the conference to educate them on the communication differences and the procedures of video remote interpreting.

The interpreter requires regular access to consumers and meeting chairperson to easily stop the proceedings to get clarification if needed.

Remote interpreters should be experienced face-to-face interpreters.

Interpreters must have the vocabulary, in English and in Sign Language, to appropriately complete sentences.

Remote interpreter must be willing to interrupt proceedings that are preventing participation by deaf person for any reason, particularly if the chairperson is unable to manage the turn-taking and time lag issues.

Interpreters must track incoming information as well as the gist of what has just been interpreted.

The interpreter must have several lexical choices for the same concept, as some signs will be more conducive to a 2-dimensional medium.

Interpreters with diverse community interpreting experiences will have the ability to interpret for a wide variety of consumers (both deaf and hearing).

The interpreter should be able to accommodate signing slower.

To process language as well as assert the deaf person's needs are normal responsibilities of the interpreter.

System with "picture-in-picture" capabilities should be used and deaf consumers and interpreters be instructed to monitor themselves on the "picture-in-picture" screen to ensure their signing is within camera's view.

The deaf consumer at the remote end should have access to the camera controls to better view the signs being transmitted by the interpreter.

Consider a general need for a mobile video conferencing facility if people do not have the mobility to move to a "special video conferencing room".

A pre-conference meeting (using video conferencing system) can ease cultural and technical difficulties that might interfere with actual conference, and provide new users with practice.

The technology should be tested and adjusted prior to meeting to ensure connection numbers, cameras, microphones and displays are in order. This also avoids time spent on audio and video checks during meeting.

Medical situations can impose Psychological stress and increase potential for deaf participant to be alienated due to a reduced ability to communicate while ill and
over a video conferencing system. The medical practitioners may inadvertently ignore the deaf person’s needs.

- Interpreters should stand between the patient and health care provider to appear as unbiased participants.
- Pre-conference training is highly recommended for a classroom instructor and he must be made aware of the unique communication and turn-taking needs of the deaf person/interpreter pair, and given strategies for ensuring that these needs are met.
- Employ a formal turn-taking mechanism such as a remote hand that allows deaf person to overtly gain attention of the instructor or class peers.
- All class materials should be available to the deaf person and the instructor before the class begins.
- Any video or music material used in class should be captioned, and the captions turned on during viewing of the material in class.
- Desktop computer videoconferencing equipment can be used for one to one videoconferencing.
- Small groups require boardroom style set up utilizing videoconferencing equipment that allows camera movement via the remote control.
- The deaf consumer at the other end should have the ability to zoom in/out, up/down to get the signs being transmitted by the interpreter.
- Video conferencing calls can be recorded for any future legal issues as well as being able to go through notes in case he/she feels that they have missed something.
- Instructors are required to allow deaf student to rest at least once a hour.
- A traveling “Road Show” that would show the videoconferencing equipment to deaf individuals and explain its impact on service delivery. Deaf people in remote areas will not know that it is possible for the television to communicate with them. More education and exposure to this technology will encourage cultural acceptance.
- Agencies that do a lot of remote interpreting should invest in “studio quality” resources: the proper videoconferencing furniture, backdrop colours and lighting.
- A separate certification process for remote video interpreters should be investigated so that deaf and hearing consumers will have faith in the professionals providing service to them in this medium.
- Headsets, laptops should be considered natural parts of the remote interpreting process and should have resources designated to that purpose only.
1.8 Glossary of terms

Frames per second (fps): number of frames that pass by per second. NTSC (north American) Broadcast quality video is 29.95 fps

H.323 The ITU standard for videoconferencing over packet switched networks
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4.1 Introduction

Video communication or video conferencing is becoming a much more commonly used and effective means of interpersonal communication (Finn, Sellen & Wilbur, 1997) such as for distance learning, business meetings and social communication. As hardware becomes more available and less expensive, and software, signal processing and compression technologies become more stable and efficient, there is an increasing interest in experimentation with the technology by the general public and by business.

Video communication technology is designed to support real-time communication between one or more users when long distances separate them. Video-mediated communications, as well as other forms of remote interpersonal communication (e.g., traditional telephony, email, and audio-only communication) are distinctive by the nature of the medium from which they are constituted (Olson, Olson & Meader, 1997). Each form of communication has particular strengths and weaknesses. The goal in using a particular communication medium is not to replicate identically that which can be easily achieved when interlocutors are face-to-face. Rather, it is to find ways to provide participants with a means to achieve all the interactions that are necessary to complete the defined task in a productive and efficient manner. We need to understand the strengths and weaknesses of each medium of communication in order optimize its use and find ways in which to overcome their weaknesses.

One of the strengths of video conferencing technology is the opportunity it offers people with disabilities to communicate with each other, with service providers and with business associates without having to travel. One important benefit relates to sign language users, who can communicate in their own language using their own cultural expressions and dynamics with each other and with people who are hearing and at a distance.

ASL speakers living in remote communities can now have access to and participate in Deaf culture where Deaf cultural events are often limited to urban settings with a large population of ASL speakers. Other telecommunications technologies such as the telephone, TTY devices and synchronous chat use text and so do not allow sign language users to communicate in their first language. For people who use sign as their primary language, text based expressions of a spoken language like English should be viewed as second language and as such is a significantly less expressive and intuitive language for sign language users. Through video communication technology, sign language users can now have access to a more equitable means of communication. Sign language users have been experimenting with video mediated communication for some time and many lessons have been learned to mitigate some difficulties encountered with video conferencing technologies.

In order to ensure that people with disabilities are adequately served by video conferencing technologies and remote meeting procedures we must ensure that the technology and procedures are inclusive and accessible. Guidelines that have been established for video conferencing situations may not be inclusive particularly for users who are deaf. Researchers at Gallaudet University have devised some guidelines to assist sign language users in experiencing more effective one-on-one video mediated signed communication (Williams, 2002) based on the findings and recommendations of the above research. However, these guidelines only apply in one-on-one situations with small field-of-view cameras; they have not been extrapolated to one-to-many situations with high end technology or where there is an interpretation need - a potentially common application.

While video conferencing technologies offer exciting opportunities to support people with disabilities, there is a dearth of research, case studies and best practice literature to support the procurement, installation, management and operation of inclusive video conferencing services. This report provides a set of guidelines and best practice statements that will assist organizations and individuals in establishing accessible video conferencing.

In this document, there is a focus on guidelines for users who are sign language users or who are hard of hearing. These two groups of people have the greatest variety of unique needs for video conferencing. Lack of accessibility therefore has the greatest impact on them. In this document, we provide an overview of the technology, a description of remote
sign language interpretation issues and requirements, small case studies and user reports. Specific access issues are identified and discussed followed by guidelines and recommendations to address these issues. Many of these recommendations are based on our experiences since 2003 using high-end video conferencing for remote interpretation.

### 4.2 Technology Overview

Before addressing the unique aspects of video communication for people with disabilities, we will provide a brief review of common video communication technologies. There is a standard and common set of hardware technologies and configurations for video conferencing regardless of how the system is used and who the users may be. First, video conferencing relies on having network connectivity so that video and audio signals can be transmitted in real-time over a distance (often over long distances).

There are two main types of network transmission technologies used for video conferencing. Integrated Services Digital Network (ISDN) and Internet Protocols (IP). ISDN, introduced in 1984, is designed to allow fast digital point-to-point connections over the public telephone network (Total Access Networks, 2004). Video communication signal processing and transmission are guided by the International Telecommunication's Union (ITU) H.320 video standards (Polycom, 2001). Guaranteed and consistent quality of service is provided by ISDN as the signal does not fluctuate with network availability because it is a continuous feed and direct connection. Common transmission speeds for ISDN used in video conferencing applications range from 128 kilobits per second (kbps) to 384 kbps. These transmission speeds allow audio-video signals to be consistently transmitted at near broadcast quality (broadcast quality video transmission is 29.95 frames per second (fps)). The cost of this service is based on a monthly line charge (e.g., for 128 kbps service, two 64 kbps lines are required) plus "on air" charges per minute. Video conferencing is "on-air" as soon as a connection is made and is only disconnected when the video conference is complete.

IP videoconferencing involves using Internet Protocols and technologies to transport live video and audio signals. Video conferencing using IP protocols is governed by the ITU H.323 video standard (Polycom, 2001).

Internet protocols (IP) require that data signals are divided into small data packets and routed through various available networks rather than through the continuous feed, direct point-to-point connection available with ISDN. The IP video conferencing signals must share the network with all of the other Internet traffic resulting in inconsistent and fluctuating quality of the video and audio signals (ranging from 2 to 29.95 fps). As a result, high-speed Internet connectivity is required to have effective IP-based video conferencing. Much research and development effort has been placed in developing technical solutions for improving the quality of service for IP video conferencing. Some of this research that has met with some success includes better compression and signal processing techniques (Muresan, et al., 2002), and ways of assigning transmission priorities to video and audio signals (Babich & Vitez, 2000).

Gatekeeper technology is a network device that provides addressing service for H.323 (Internet-based) videoconference clients. It may also be configured to impose network bandwidth restrictions and to allow or disallow a call. Registration by the videoconference client usually takes place when the client is started; the address of the gatekeeper is put into the client's configuration. Use of a gatekeeper allows a videoconference device to "dial" another device using the videoconference address rather than an IP address (which could be changed by DHCP). Gatekeeper services might include bandwidth and call management. Bandwidth controls the number of H.323 terminals permitted simultaneous access to a LAN. Call Management maintains a list of active H.323 calls. This information indicates when a called terminal is busy, and provides information for the bandwidth management function. One or more gatekeepers may reside anywhere on the network, fully integrated into another networking device or operating as a standalone software application on a desktop computer.

Costs for IP-based video conferencing can be significantly lower than ISDN and are mostly related to the speed or bandwidth of connectivity rather than the length of time the video conference is in session. Cable modem or Digital Subscriber Line (DSL) connectivity is generally available and relatively inexpensive, and would be considered as the minimum bandwidth required. Similar to ISDN cost structure, the cost of this service is also based on a monthly rate plus "on-air" per minute charge for use. However, these costs are considerably less than ISDN because of the shared nature of IP-based networks. High-speed networks, and/or fibre-based Ethernets only improve the quality and reliability of video conferencing but costs are significantly increased.

A multipoint videoconference allows more than one site to connect at the same time. A multipoint videoconference involving 3 or more sites is possible through the use of a bridge or multipoint control unit (MCU). Some pre-configured systems such as the Polycom FX have built-in bridges which allow you to connect to multiple sites. Third party services such as Bell Canada bridge services can be rented on an hourly basis.

The video communication system itself consists of two subsystems, one at each end of the network connection. Each subsystem is composed of at least one video camera with optional zoom controls, microphones (desktop or wireless), speakers, a small preview screen (picture-in-picture capability), and monitors or large screen televisions. These subsystems can be PC-based such as iVisit and Netmeeting setups or can be dedicated hardware such as a Polycom™ ViaVideo® II. Many sources are available to describe the characteristics of the various hardware/software options (e.g., Video Development Initiative's Video Conferencing Cookbook, (VIDe, 2004) is a good source for general detailed information about video conferencing hardware).

There are many different types of subsystem hardware that range in quality and cost. The simplest and least costly hardware is a webcam (at $50.00) and PC-microphone. Often this type of hardware is "plug and play" technology that is
4.2.1 Connecting IP technologies with ISDN

IP video conferencing systems and ISDN systems can be connected together using a gateway communication system. A gateway offers the most flexible link between ISDN (H.320) and IP (H.323) videoconferencing standards and delivers full interoperability between ISDN and IP endpoints. The Gateway integrates seamlessly to provide H.323 management and to control network capacity. For instance, you can conduct conference calls seamlessly from any endpoint to any other endpoint — regardless of system type or network configuration.

4.2.2 Bandwidth recommendations

Videoconferencing requires a large amount of data to be transmitted in a short amount of time. The recommended minimum amount of bandwidth is 384kbps for a typical business quality videoconference.

The main consideration for any video conference is how many frames per second are being transmitted. A good quality video conference requires 30 frames per second video transmission.

Any data rate higher than or equal to 384 kbps will support a video screen update of 30 frames per second, equivalent to VCR playback quality television.

Any data rate lower than 384 kbps will support a video screen update of 15 frames per second or less, which is still usable, but will appear slightly jerky under rapid motion.

4.2.3 Applications

A typical video conferencing interface is based on a telephone metaphor where remote participants are connected using telephone or telephone-like (IP address) numbers. Terminology such as dialing, hanging up, answer, busy, and address book is used to refer to the connecting tasks accomplished by users with the system. Unique aspects of the interface include video displays (local and remote windows) where the local window often appears as a picture-in-picture window in the main video window. Settings menus are often available to customise the look and placement of the video windows, and to adjust various technical properties such as compression quality or levels, video and audio settings and controls, and file management. On the high-end video conference interfaces there are also specialized camera settings for remote and local camera controls and automatic speaker detection.

Video conferencing can involve more than just the real-time transmission of audio and video images. Applications such as file and application sharing, logging audio and video, capturing and sending of static images, simultaneous text chat can be incorporated into video conferencing software. While all of these applications can be very useful in supporting work group needs, they can also interfere with communication strategies. In addition, appropriate access to all of these applications must be included for people with disabilities.

4.2.4 Physical space/Room technologies

Although the number of hardware providers of high end video conferencing equipment is relatively small and system configurations are limited, it is important to carry out a needs and task analysis, (i.e. what is the purpose of the video conferencing system in the organization and for what tasks will it be used) and an environmental survey. These surveys are useful in determining the system requirements, the human resources required to manage the system and an appropriate room or room modifications that might be required. The results of these analyses will have cost, management and timeline implications. For example, if lighting renovations are required the project budget will
4.2.5 Environmental Considerations

In order to have effective video communication, the hardware must be properly configured and housed in an appropriate environment. There are numerous technical guidelines published to assist organizations and individuals in proper environmental assessments and setup for various configurations of video conferencing hardware (see Polycom, 2004; McAteer, 2000; and Brightline, 2002 to name a few) but few of these guidelines address the special considerations required to accommodate people with special needs, particularly sign language users and remote interpreters.

4.2.6 Future Considerations

Some industry pundits (Lee, T., 200X) suggest that instant messaging and mobile cell phone technologies will assist in the acceptance of personal video conferencing. Already, cell phones incorporate instant messaging capability with image processing and video capabilities. As the next generation enters the workforce they will already be exposed and using instant messaging and video conferencing. “These kids are ready for video conferencing because they were brought up in front of cameras their whole life.” (Brandofino, M. Glowpoint Inc. page #.)

4.3 Technology issues related to accessibility

Video conferencing technology mostly involves audio and video communication mediated through computing and network systems. There is some, although considerable less, interaction with computer software required to carry out a video conference. Accessibility by people with disabilities involves access to communication. For people who have no communication disabilities, video conferencing remains accessible. For example, for people who are blind or have low vision, the video conference becomes an audio-only conference. All of the standard audio conference issues such as, ensuring software applications are accessible to screenreaders, and the need to have visual materials made available prior to the conference and readable by a person who is blind are relevant here. However, none of these issues is unique to video conferencing and guidelines for inclusive audio conferencing, and access to images and other visual materials are available from other sources. An example of web guidelines are the Web Accessibility Guidelines of the W3C, (W3C, 2004).

For people who are keyboard users, there are also very few issues related to video conferencing applications that are different from other software applications. One unique issue is the accessibility of camera controls and pre-set buttons. These controls are often available through a remote control or button panels and/or software buttons. Remote control settings may need to loaded into specialized assistive technologies such as an environmental control unit in order to this person to access the camera controls. Where controls are provided through software, keyboard access is required to allow use of these controls.

The people with the highest need for access solutions to video conferencing then are people who are deaf or hard of hearing and who are non-speaking. The remainder of this report will focus on access issues and guidelines to ensure that there is access to audio and video communication for people who are deaf or hard of hearing.

4.3.1 Video conferencing and use with sign language interpreters for people who are deaf.

One exciting opportunity offered by video conferencing technology is that of supporting people who are sign language users in accessing sign language interpreter services; services that can be particularly difficult to obtain in geographically remote locations. Sign language interpretation is required to mediate communication between deaf and hearing people. When sign language users are in geographically remote locations, it is now feasible for them to have access to interpreter services using video mediated communication technologies. However, there are important considerations and differences to address. In this section, we discuss the unique issues that arise when remote interpretation is required and provide amendments to technical and use guidelines to account for these special needs. These recommendations are based on our experiences since 2003 using high-end video conferencing for remote interpretation.

We will also provide a brief introduction to sign language interpretation and video remote interpreting as a sub-specialty within sign language interpreting.

4.3.1.1 Sign Language Interpretation

Sign language interpretation is required when people who are deaf must interact with people who are hearing such as in business meetings, for court, and for accessing social and medical services. It is essential for providing equal access to these activities and services for people who are deaf, and in many western countries it is required through legislative initiatives (for example, see the Americans with Disabilities Act, US Department of Justice, 2003).

American Sign Language (ASL) is the most prevalent sign language used in North America although it is not the only one (e.g., in Quebec, Canada Langue des Signes Québécoise is used). ASL, like other sign languages, is a visual-spatial language without much grammatical similarity to English (Stokoe, 2001). It is considered a linguistically complete, natural language system where the elements of the language are not equivalent to vowels and consonants of written languages, and it is not a translation of English. Vocabulary and meaning of concepts in ASL are expressed using a series of hand gestures, facial gestures such as eyebrow motion and lip-mouth movements, and body movements that
change in time and space. This series of gestures cannot easily be represented by a single written or spoken word. Fingerspelling is used to spell out a word in alphabetic characters that has no sign. For example, there is no unique sign for "e" and it is therefore represented as the hand gestures for an "e", an "m", an "a", an "i" and an "l" separately.

In order for communication with hearing people to be effective in any situation, the person who is deaf must be able to completely express herself, and must also have complete access to the meeting and communication activities. Interpreters are required to provide a translation of what is said as well as broker any linguistic clarification required and cultural differences experienced between the two parties (Avery, 2001). In face-to-face situations with inexperienced participants, communication can be awkward and difficult. Common practices of turn-taking, participation, maintaining a common understanding and access are noticeably different from meetings that occur between all hearing participants or all sign language participants. For example, common cues to indicate a speaker is ready to relinquish the floor to another speaker are different between hearing and sign language users.

Hearing people use a variety of verbal and non-verbal signals such as eye gaze, asking a question of another person, and hand turns to manage turn-taking (Preece et al., 2002) in a group environment. All of these signals are very subtle and learned and participants are generally unaware of when, where, how and the speed with which such tactics are used. Sign language users tend to use more obvious hand gestures such as pointing, and waving their hands to gain attention and fewer non-verbal cues.

In an interpreted setting, the flow of communication tends to be slower due to the translation process. In addition, the sign language user’s visual attention is with the interpreter and not with others in the meeting. As such, they cannot attend to subtle turn-taking gestures, such as shifts in eye gaze employed by hearing individuals, in order to know that the speaking floor is available. Turn-taking must therefore be slowed down and made more obvious or formal so that sign language users have a chance to keep up and participate.

Other difficulties that arise in meetings between deaf and hearing participants include difficulties maintaining a common level of understanding because of the use of two different languages to discuss common subjects, and difficulties with access to private or “whispered” conversations. These types of difficulties are not that different from those experienced during meetings between participants using two different spoken languages. However, the role of the interpreter can be very different. The sign language interpreter often must interject cultural and emotional interpretations, request clarification, and interrupt the meeting flow to allow the deaf person a chance to speak.

The role of the meeting chair in these kinds of interpreted settings is very important as management of the meeting is ultimately his responsibility. The meeting chair must be aware of the differences and needs of all meeting participants and take extra steps to ensure that all participants are included and involved.

4.3.1.2 Video remote interpreting

Video remote interpreting in general is identified by interpreting service providers as an enhancement to the existing service and requires specialized training and different terms of use. For example, the Association of International Conference Interpreters suggests that spoken language remote interpreters should only work for three hours per day and that video interpreting is significantly more fatiguing over a 30-minute turn than conventional face-to-face interpreting (Moser-Mercer, 2003). These restrictions and issues apply to sign language video remote interpreters and will likely be amplified because of the physical nature of sign languages.

Video remote interpreting is considered a specialization within the sign language interpreting field. It is defined as the use of video conferencing technology to provide interpreter services where a participant or the sign language interpreter is located at a geographically different location. Many of the difficulties evident in face-to-face meetings are amplified for video remote interpreting and new ones arise that reflect the weaknesses of video conferencing in general.

There are numerous organizations throughout the world that provide video remote interpreting services (My Video Interpreter, 2004; SignTalk, 2004; and Community Access Network, 2004 are three examples) but there is no standardized training protocol or guidelines to overcome some of the difficulties. In addition, there are few best practice examples that demonstrate ways to use the strengths of the technology and overcome some of the weaknesses.

4.3.1.3 Challenges of Video Remote Interpreting

Many challenges arise when video remote interpreting is employed. Some of these challenges relate directly to the quality of the camera hardware and the bandwidth of the video conferencing system. For example, remote interpreters must consciously adjust their natural signing space to accommodate the camera’s field of view. They cannot sign outside of the area captured by the camera. Many high-end cameras have zoom controls that can adjust this field of view by zooming the lens either wider or closer. However, a wider field of view that shows more of an interpreter’s natural signing space also captures more of the background and surrounding scenery that can be distracting for the person who is deaf. Inexpensive webcams do not have an adjustable field of view and sign language users often must move farther away from the camera so that more of their signing space can be seen or they must restrict their signing to the area around their faces.

Fingerspelling tends to be very fast-paced and not well articulated in face-to-face situations. Only a very high bandwidth video conferencing system will not become pixilated and be effective for fast fingerspelling. Fingerspelling therefore must be slowed down and done closer to the interpreter’s body. However, when fingerspelling slows down so does the rate of communication between deaf and hearing interlocutors. There is thus a significant impact on the potential for
misunderstandings and for missed opportunities to turn take.

One important aspect of hardware technologies that has a large impact on the success of sign language use is the camera view angle or field of view. This is defined as the viewable area or scene that can be seen through the camera (Segal, 2004) and it is a function of the focal length of the camera lens. For example, a wide-angle lens with a short focal length has a very large field of view or area of the scene that can be seen through the camera lens. Zooming in the camera increases the focal length and decreases the field of view to a much smaller area of the scene.

Remote interpreting removes the chance to develop rapport with consumers, and for that reason has been met with some resistance on the part of sign language interpreters.

4.3.1.4 Considerations for video remote interpreting

With video remote interpreting there can be three possible interpreter locations:

1. The interpreter is remote from both parties (hearing person and deaf person physically located together);
2. The interpreter is physically located with the person who is deaf and the hearing participant(s) are remote; or
3. The interpreter is physically located with the hearing participant(s) and the person is deaf is remote.

Each scenario requires unique considerations regarding the behaviour and perception of the interpreter/deaf person pair. However, regardless of scenarios, one aspect remains constant; the interpreter and deaf person must have constant eye contact and must be able to see each other’s signs at all times. A breach of eye contact indicates that communication has been severed.

Video conferencing technology is designed to support communication between one or more remote users.

Eye contact/gaze

Chen et al (2003) have suggested that eye contact is very important in communication of any kind. They indicate that when a speaker is looking to the left, right or upward, the recipient believes that the message is not meant for him. If the eye gaze is slightly downward, although not preferable, the recipient believes that the communication is intended for them. This could explain why television newscasters read from a teleprompter that is positioned slightly below the front view camera. Although the newscaster’s gaze is slightly downward, viewers still believe that the newscaster is speaking directly to them and that the message is meant for them. The same is true in video-mediated communication.

Cameras are usually positioned above the main viewing screen (the screen that shows the video images of the remote interlocutors) meaning that eye gaze is slightly downward (people are looking at the viewing screen and not the camera). However, large viewing screens or small field of view cameras create a large gap between the camera and the positions of a person’s gaze (while they are looking at the viewing screen). It appears that a person’s gaze is significantly downwards (not slightly downwards) and can be very disconcerting particularly if the interpreter is remote from the person who is deaf. When the interpreter is remote the deaf person has no other connection or means of communication with the interpreter other than through the video conferencing system. Maintaining eye contact (even artificially) is crucial for deaf people using video conferencing in this situation.

The interpreter can adjust their position to the camera by sitting far enough back from the camera or zooming the camera out so as to appear to be having eye contact with the person who is deaf. However, doing so also increases the amount of background scenery that the person who is deaf must contend with and screen out particularly with low level or even lighting conditions. Spot lighting can be used to emphasize the interpreter and de-emphasize the scenery but this must be carefully planned and orchestrated; something that is not normally part of a video conference setup.

When the person who is deaf is physically located with the interpreter, maintaining eye contact between the interpreter and the person who is deaf is relatively straight forward. The interpreter can sit next to the video display so that the person who is deaf is always looking toward the monitor. However, the person who is deaf may still appear to the remote participants as though she is looking in another direction and may be disregarded by the other interlocutors because it seems as though she is not participating due to the mis-interpreted eye gaze cue. In addition, the interpreter cannot see the remote participants and may miss the non-verbal cues for turn-taking and other important meeting activities.

In face-to-face situations, interpreters know that if they make eye contact with the hearing speaker, the speaker assumes he is talking to the interpreter and loses his connection with the deaf participant. It is an automatic human behaviour that people tend to look at the person who is speaking (verbally) and thus make eye contact. Experienced interpreters usually avoid eye contact with the hearing person as a non-verbal reminder to that person that he should direct his remarks to the deaf person. Remote interpreting can interfere with this practice particularly when the person who is deaf is remote from the interpreter (interpreter is physically present with the hearing participants or remote to all participants).

When the interpreter is remote to all parties, the interpreter must look at the viewing screen to watch the person who is deaf. To all parties this seems as though the remote interpreter is now looking more directly at them and the viewing screen (and hence the interpreter) becomes the centre of unwanted focus. In addition, the opportunity for the interpreter to use eye gaze as a non-verbal cue to indicate that hearing participants should relate to the person who is deaf is considerably reduced. Careful attention to seating plans is one way to alleviate some of these difficulties.
Seating

In a video conferencing setting, seating should always be an important consideration because the remote participant has considerably less presence and prominence than those at the local site. For remote interpreting situations much more thought must be given to the position of each participant, and whether the interpreter is sitting or standing (community interpreters may be more accustomed to standing while interpreting and thus may prefer to stand). However, in general it is preferable for the interpreter to be seated). Having tools such as notepads or laptops can also be useful for tracking what is being said or presented. Table 2 shows the suggested seating arrangements for the three different interpreter locations. Note for all situations, flowers, water bottles, computer screens and other items generally located on tables should be removed to reduce the visual clutter in the camera’s field of view.

<table>
<thead>
<tr>
<th>Location</th>
<th>Seating for deaf person</th>
<th>Seating for hearing person(s)</th>
<th>Seating for interpreter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hearing person and deaf person at same site, interpreter is remote</td>
<td>Seated across from viewing screen showing interpreter and in front of camera.</td>
<td>Beside viewing screen so deaf person can see interpreter and hearing person(s) together.</td>
<td>In front of own viewing screen and camera. Will be able to see deaf person.</td>
</tr>
<tr>
<td>Hearing person and interpreter at same site, deaf person is remote</td>
<td>Seated in front of own viewing screen and camera.</td>
<td>Beside interpreter so deaf person can see both parties. Interpreter should direct eye gaze towards deaf person at all times (while signing and voicing)</td>
<td>In front of viewing screen and camera.</td>
</tr>
<tr>
<td>Deaf person and interpreter at same site, hearing person is remote</td>
<td>Seated in front of own viewing screen and camera.</td>
<td>In front of own viewing screen and camera.</td>
<td>Beside viewing screen and camera. Visible to deaf person. May not be visible to hearing person.</td>
</tr>
<tr>
<td>All people are remote</td>
<td>Seated in front of own viewing screen and camera.</td>
<td>In front of own viewing screen and camera.</td>
<td>In front of own viewing screen and camera.</td>
</tr>
</tbody>
</table>

Table 2: Suggested seating arrangements for all participants.

Environmental and technical issues

There are environmental and technical solutions that can be optimised for people using sign language. When identifying the location(s) for video conferencing, considerations such as physical environment (e.g. room size, lighting, acoustics room setup and furniture) and uses of video conferencing in that environment are important to optimise and renovate if needed. Table 2 summarises some of the important technology considerations when hearing and deaf people are participating in a video conferencing together.

Technical or equipment solutions are also possible and in combination with environmental adjustments can greatly assist in optimising a video conference for people who are deaf and using interpretation. For example, video transmission frame rate of greater than 15 frames per second is critical. Having consistent, high quality image transmission rates available through dedicated high bandwidth networks such as ISDN or high speed IP-based networks can provide this.

When using video conferencing with people who are deaf, audio is less important (although it is still relatively important for the interpreter), and the need for camera controls (remote and local) becomes more important. A personal microphone such as a lavaliere or lapel microphone for the interpreter rather than a high-end room microphone can be used. In the situation where the interpreter is with the hearing participants a room microphone and a personal microphone may be required. This also means that intelligent audio signal processing (in the form of an intelligent hardware or software mixer) must be available to switch between the various audio sources (e.g., interpreter voicing and meeting participants).

<table>
<thead>
<tr>
<th>Technology</th>
<th>Hearing People</th>
<th>Deaf People</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>High quality audio is higher priority than high quality video.</td>
<td>May not benefit from the audio. May not understand the importance of having the microphone &quot;muted&quot; or &quot;on&quot; at their site. When using voice-activated audio, the camera will focus on the interpreter voicing and not on the deaf person doing the signing.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cannot tolerate poor quality video. Will notice more</td>
</tr>
</tbody>
</table>

### Table 3: Summary of technology considerations for video conferences involved hearing and deaf participants.

The environment must have minimal “visual noise” such as windows, wall coverings, as anything or person that moves that will distract users. These types of visual distractions can disrupt the whole flow of communication in a video communication session that includes people who are deaf. Camera controls such as zoom can be used to adjust the image to eliminate some of these distractions. However, adjusting the image may not be appropriate in all situations (e.g., in a many-to-many conference where the remote participant needs to see all of other participants). Cameras with controls tend to be more expensive, high end cameras.

**Detailed Examples of Visual Noise**

- Windows can cause significant visual noise. Outside activities seen through the window can be distracting, and lighting from windows can cause difficulties for cameras that automatically adjust for lighting conditions. Cameras pointed at users sitting in front of windows will be flooded with background light and the transmitted image of the user will appear only as a dark object in front of a well-lit window.
- Window coverings such as curtains that sway, or those that do not completely cover the window can be distracting.
- Objects typically found on tabletops during meetings, like water bottles, and laptops can also contribute to visual noise.
- Tables with highly glossed surfaces cause light to reflect off the table and into the camera. Cameras that automatically adjust brightness settings will then adjust for the camera to accommodate this reflected light and most other images in the surroundings, including the people will appear dark.

**Other physical factors to consider**

**Tables:** Tables with a matte finish are recommended in order to reduce additional glare. Depending on the size of the sessions, tables should be portable (e.g., wheels on legs, or detachable legs) to allow optimal set up. A large meeting could be accommodated by a series of tables and technologies set up as shown in Figure 21.

**Objects on Table:** Minimize the amount of items visible on the table. Flowers, water bottles, computers and other objects disrupt the field of vision and should be placed elsewhere.

---

Curtains: Solid curtains are recommended to allow the least amount of visual distraction. Vertical shades, however, are not recommended, as they allow sunlight into the room and cause difficulties for cameras with automatic brightness compensation.

Lights: Adequate room lighting ensures productive communication. The most optimal lighting is one that illuminates the users face and hands directly. However, this type of lighting is likely to cause discomfort to the user. Also, bright overhead lighting minimizes shadows on the face and hands. Brightline Inc. (Brightline, 2002) provides recommendations and shows optimal lighting arrangements for video conferencing. Lighting and lighting placement are a function of room size, person location, wall and ceiling reflectance.

Chairs: The chairs should not be "squeaky" when rocked back and forth. Casters on casters are most appropriate for tiled floors to prevent scraping sounds when the chairs are moved. The ideal floor covering is carpet with under padding to minimize the chair moving sounds.

Room Colour: The walls in the video conferencing room should be painted a solid neutral colour (blue and greens are also acceptable). Walls with patterns or pictures are visually distracting.

Figure 21: Different furniture and placement configurations.

Turn-taking

Another critically important consideration is that of turn-taking. Because of the difficulties in producing and understanding non-verbal cues during any video conference, turn-taking becomes much more cumbersome in general. Interlocutors constantly miss turn-taking cues resulting in communication errors such as overlapping each other or interrupting, having long moments of silence, and taking control of the floor for lengthy periods of time. When someone who is deaf is added to the video conference these difficulties and errors become elevated.

It is often the role of the interpreter to mitigate turn-taking but it may be a much more difficult task for a remote interpreter because they too may miss the turn-taking cues. At the Canadian Hearing Society, attempts to solve this particular difficulty involve employing a conference manager at one site. This person is not the meeting chairperson and is only responsible for managing all of the technology as well as maintaining a formal speaker's list (by monitoring people's desire to speak). This approach is the most successful approach to date but it is not the most cost-effective method because it requires another person to facilitate the meeting.

Fels et al. (2000) investigated the use of technology such as lights (flashing, spinning, etc.), and a waving hand as a way of improving turn-taking for video conferencing. They found that having a waving hand mechanism activated by a remote participant was very successful at gaining the attention of all participants. While this may be appropriate for classroom settings or even meeting settings, a waving hand may not be acceptable or appropriate in all situations. Further study of this type of approach may provide acceptable solutions.

A third solution to this problem is to use an electronic token to request a turn to speak. This is similar to a physical meeting token or formal speaker list that is commonly used to formalize turn-taking in face-to-face meetings. A user would request the token indicating that she wants a turn to speak, have her turn and then release the token when finished. There must be an override mechanism, perhaps controlled by the meeting chair person, so that a person does not take complete control of the meeting or the floor. The electronic token can keep circulating until the communication session is complete. There has been little research on the effectiveness of this approach to formalized turn-taking and the acceptance by hearing and deaf people of such a method for video conferenced meetings.
There are important and unique confidentiality and ownership issues arise with video conferencing. For example, questions such as whether recording a video conference violates confidentiality rules, who owns the archive, and who can access the archive remain unanswered. Similar to audio recording practices, permission to record the audio/visual proceedings should always be sought from participants. This permission should address the ownership and access issues. Legal advice is warranted if archiving video conferences is a normal procedure for an organisation.

**Special Considerations for managing multipoint or multi-application conferencing**

The user will have the opportunity to connect such equipment as a document projector and/or a scan converter that allow people to present paper-based visual materials through the video conferencing.

Video conferencing equipment such as Polycom allows the user to switch between different presentation technologies while in session. For example, the user can switch and allow the users at the remote locations to see a PowerPoint presentation or videotape on the full screen while presenting. For the hearing presenter/participant, there are no barriers as the hearing presenter can continue to speak and the users can see the PowerPoint presentation simultaneously. For deaf users deaf or hard of hearing users must read the PowerPoint presentation first and then return to the presenter or the interpreter being on the screen. This can cause disruptions (and hence delays) in the flow of the presentation and requires considerable mental effort on the part of the deaf participant who must then remember what was on the visual display.

The presenter should be aware of the difficulties of presenting additional visual materials simultaneously with discussion and provide visual materials to participants before the video conferencing or prepare the presentation to account for participant’s needs to keep switching the view screen between the visual material and the interpreter or speaker. For example, the presenter should constantly repeat verbally points on visual material being discussed or allow time for participants to take notes or copy the material on the slides.

Displaying a PowerPoint presentation on the same image as the presenter is worse because it can be very difficult for the users at the remote locations to see the PowerPoint presentation (it is usually too small or the projection screen in the local location is poorly lit).

**Other factors**

The need to constantly monitor the auditory “goings-on” of the physical environment and then decide what is important to communicate to the person who is deaf is an important secondary task for the interpreter. For example, an interpreter might ignore a pencil that falls on the ground because it does not have any consequence for the communication transaction in a face-to-face meeting. However, when the interpreter is remote the physical context is limited by what can be viewed through the camera. It is difficult for the interpreter to determine whether an unseen audio event such as a door shutting outside the view of the camera is important or not. The interpreter must be hyper-vigilant and constantly assess the importance of non-speech and unseen audio events increasing the already high cognitive load and corresponding fatigue levels for the interpreter. Frequent breaks (e.g., every 30 minutes) or more than one interpreter may be required to accommodate these increased cognitive demands.

One final consideration for video conferencing situations is that they can include multiple applications. Many video conferencing technologies allow you to incorporate presentations (e.g. PowerPoint, videotapes (VCR, DVD), a drawing application to share work among all participants and other visual mediums) If only one viewing screen is available, the video conferencing software allocates the viewing priority to the application. The hearing participants can talk over the display and hear what is being said. However, in situations where the interpreter is located with the hearing participants or remote from all participants, the deaf person cannot participate because the interpreter’s video is replaced by the application images. In this situation, the use of two viewing screens, one dedicated to the interpreter and the second one for other images is required, or the shared work must be paper-based. Users might have the opportunity to connect such equipment as “Elmo” and or a scan converter to allow user to use different technologies through the videoconferencing to provide more visual information.

Videoconferencing equipment such as that available through Polycom allows the user to switch between the mediums while a session is happening. For example, the user can switch and allow the users at the remote locations to see a PowerPoint presentation or videotape on the full screen while presenting. For the hearing presenter, this results in no barriers as the hearing presenter can continue to speak and the users can see the PowerPoint presentation. For the deaf users it requires more time as the presenter must allow the deaf or hard of hearing users to read the Powerpoint presentation and then go back to the presenter or the interpreter being on the screen. Using a PowerPoint presentation with the presenter through the videoconferencing camera results in less than optimal viewing because it is very difficult for the users at the remote locations to see the PowerPoint presentation. Ultimately the ideal setting would be allowing sufficient viewing times between the mediums to allow the users to read the content. Ideally it would be an excellent idea to send copies of your presentation (e.g. PowerPoint) to the remote users and interpreters. Table 3 summarises the most common behavioural, etiquette and communication issues experienced by hearing and deaf people during video conference sessions.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Hearing People</th>
<th>Deaf People</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language choice of meetings and</td>
<td>* Hearing people who know sign language still communicate in</td>
<td>* Culturally deaf people are still expected to be bilingual and follow</td>
</tr>
</tbody>
</table>

Table 4: Behavioural, communication and etiquette issues.

4.3.1.5 Considerations for Remote Sign Language Interpreters

**Preparation**

An interpreter with many years of interpreting experience will be reasonably comfortable in most interpreting settings. However, the addition of remote interpreting makes every interpreting situation potentially new and anxiety provoking.

Some of the concerns that interpreters will have include:

1. Interpreters want assurances that the people at the remote site will understand their needs and be able to meet them.
2. Whether remote interpreting equipment will be placed in the correct position.
3. Whether people at the remote site will be familiar with how to use an interpreter and the particular dynamics of using a visual interpreter remotely?

To ease some of these concerns, remote interpreters require as much information as possible prior to the interpreting event. Information about the participants, the meeting purpose, agenda items for discussion, intended outcomes of the assignment, and any presentation materials should be provided at least one day ahead of the scheduled video conference.

**During the video conference**

If deaf people are meeting an interpreter face-to-face for the first time, they tend to ask personal questions such as whether the interpreter’s parents are deaf, or where and why they learned sign language to establish a rapport with the interpreter. A remote interpreter may not have this same opportunity to interact with the deaf consumers before the interpreting session, and may be unable to develop that important rapport with those deaf consumers.
In addition, there can be regional differences in sign language that may cause communication difficulties or misunderstandings. For example, a Canadian deaf person may be assigned an American remote interpreter who will use subtle differences in sign language vocabulary. The interpreter must perform the complex cognitive task of interpreting while being in the unusual position of being the centre of attention because the remote interpreter is seen on the viewing screen. The interpreter might ask for the participants to clarify what is being said because he/she did not hear the content or under the meaning of the content being said.

Processing in public
While the interpreter is voicing for the deaf consumer in a face-to-face situation, it is assumed that the other participants are focused on the deaf speaker and the hearing people are only listening to the interpreter. In a video conference the remote interpreting may be the centre of attention because the remote interpreter is seen on the viewing screen. The interpreter must perform the complex cognitive task of interpreting while being in the unusual position of being the centre of attention. This potentially adds discomfort and cognitive load to the already considerable cognitive load from interpreting for a remote sign language interpreter.

Lag Time
During any interpreting assignment there is a lag, or delay, from the time the source message from the deaf participant is presented, to when the interpreter understands the message and presents it in the target language. This lag may be longer when videoconferencing technology is used due to the delay introduced by the technology. The ability of the deaf participant to participate on an equal level is restricted. Participants need to know to expect these delays and account for them meetings. Section 3.4.1.6 provides some suggested solutions to assist in managing the turn-taking difficulties imposed by the increased lag time. In addition, we suggest that a set of guidelines should be presented to all participants before the conference begins in order to educate people on the communication differences and the procedures put in place to accommodate these differences. The meeting chair or the access manager should be responsible for disseminating these guidelines.

Interpreters, deaf people and hearing people at several sites
Where there are several deaf people and interpreters for one video conference, the arrangement of cameras, viewing screens and seating becomes more complex. If several deaf people are participating in a multi-point call, they may have interpreters present with them at their site. In that case, the interpreter at that site voices and the information is re-signed by the interpreter at the other sites. The deaf people then have the choice of watching the deaf participant directly, or watching the "shadowed" version provided by the interpreter in person at their site. In a multi-point or continuous presence call, the frame speed of each square is reduced enough so as to increase the difficulty of the interpreting task. Having deaf people provide an interpreter at their site reduces some of this difficulty.

Interrupting the speaker (either deaf or hearing)
In person, there are opportunities for the interpreter and the deaf consumer to exchange brief signs that reinforce the accuracy of parts of the interpretation. For example, if a deaf person was talking about their family, an interpreter might check briefly, "Do you have FOUR brothers?" The deaf person could communicate the answer to the interpreter without necessarily stopping the natural flow of the communication. This checking of the accuracy of the initial interpretation might not be obvious to the audience listening to the voice interpretation. When interpreting remotely, it can be difficult for the interpreter to "check in" with the deaf consumer and interrupting becomes more complicated. The interpreter needs regular access to the consumers and the meeting chairperson so she can easily stop the proceedings in order to get clarification when needed. However, even if this occurs, the subtle accuracy "checking" becomes more conspicuous to the other participants and may cause disruption.

Preparation materials provided to the interpreter ahead of time can significantly offset this need for interrupting the speaker. As long as the interpreter has the proper background materials ahead of time, the need for interrupting the flow of the communication can be minimized.

Reduced Signing Space
An additional challenge to remote interpreters is they must adjust their natural signing space to accommodate the field of view of the camera. They cannot sign outside of a prescribed area that falls within the camera's visual field otherwise the deaf participant cannot see what is being said. Reducing the natural signing space can cause additional cognitive load and fatigue for the interpreter. More frequent breaks or team interpreting may be required to relieve this additional strain on the interpreter.

Auditory Referencing
Interpreters who are at the same location as their deaf and hearing consumers have the luxury of looking at exactly what is being referenced in the communication. Interpreters cannot sign the spatial relationship if they cannot see what is being referenced. For example, if a speaker says, "You put this over here," the interpreter will be at a loss as to how to describe what is being discussed. It is more effective for deaf and hearing participants to be explicit in what they are
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Team Interpreting

Team interpreting is difficult to successfully carry out remotely without audio headsets that allow the interpreters to communicate together without disrupting the rest of the viewing audience. It is hard for the interpreters to confer on best linguistic choices (either for sign language or English) without individual headsets and microphones. If one of the team interpreters is at a remote setting, their audio is transmitted as soon as they offer linguistic suggestion. It is likely to be perceived as an auditory or visual distraction to the other participants.

Deaf Interpreter

The Certified Deaf Interpreter (CDI) is an individual who is deaf or hard of hearing. In addition to proficient communication skill and general interpreter training, the CDI has specialized training and/or experience in the use of gesture, mime, props, drawings and other tools to enhance communication. The CDI has knowledge and understanding of deafness, the Deaf community, and Deaf culture. The CDI possesses native or near-native fluency in American Sign Language (Registry of Deaf Interpreters, 2004).

There are some unique considerations for video remote interpretations that are applicable to Deaf interpreters. These include:

1. Negotiate with consumer(s) to create working conditions that will facilitate the most accurate and comfortable delivery of interpreting services
2. Inform consumers (hearing and deaf) of any problems the video conferencing session and make efforts to correct them. In this situation, the deaf interpreter may require more time to facilitate communication between the deaf person and the sign language interpreter. Depending on the communication needs of the consumer, the amount of time needed for effective communication may actually double.
3. Communicate with team member(s), particularly at the beginning of the video conference, to assess effectiveness of the interpreting.
4. At the completion of the assignment, it is critical that the deaf interpreter inform the consumers (hearing and deaf) about the clarity of the assignment.

4.3.1.6 Skills Needed for Remote Interpreters

There are very few documents describing specific interpreter skills required for successful remote interpreting. However, where there is mention of remote interpreting, there is agreement that remote interpreters must have considerable experience as face-to-face interpreters. Novices or new graduates of interpreter training programs may find remote interpreting extremely difficult. The types of skills that are learned through experience that are particularly transferable to remote interpreting are:

1. Closure skills – Interpreters must have the vocabulary, in English and in Sign Language, to appropriately complete sentences. An example of this might be a deaf person telling a story about going to an office to drop off their resume and having to leave it with a receptionist. The interpreter might miss the actual fingerspelling of the word "r-e-c-e-p-t-i-o-n-i-s-t" due to the time lag or pixelation caused by the video conferencing system but can still use their interpolation and closure skills to make a meaningful sentence.
2. Assertiveness – The remote interpreter must be willing to interrupt proceedings that are preventing participation by the deaf person for whatever reason, particularly if the chairperson is unable to manage the turn-taking and time lag issues. However, this is an added task for the interpreter and is not ideal. The interpreter may want to have a discussion with the chairperson regarding some of the issues and solutions to turn-taking and accommodating the time delay to ensure equal access by the deaf person. Better yet, the interpreter can carry a set of guidelines such as the ones included in this document to provide to inexperienced meeting chairs.
3. Memory – The interpreter must track new, incoming information as well as the gist of what has just been interpreted. This is required because there are often ambiguous references made to previous utterance (such as to a previous PowerPoint slide that is no longer on screen) or location indicators such as “I put that document over there”. In addition, remote interpreting tends to have more communication mis-understandings than face-to-face interpreting so the interpreter must have an idea of where the communication breakdown may have occurred, and where to go back to amend or correct the interpretation.
4. Lexical choices – The interpreter must have several lexical choices for the same concept, as some signs will be more conducive to a 2-dimensional medium than others. Experienced interpreters will have gained sufficient alternative expressions to accommodate and made lexical adjustments to accommodate this situation.
5. Varied Experiences – Interpreters with various kinds of community interpreting experiences will have the ability to interpret for a wide variety of consumers (both deaf and hearing). This is particularly important for remote interpreting because the likelihood of interpreting for people outside of the interpreters’ regular community is high. For example, an interpreter from Canada may be interpreting remotely for someone in the southern US.

Other factors to consider

1. The optimal background colour is a solid blue or black.
2. The interpreter’s attire needs to be a solid blue or black colour as well.
3. Excessive movement is sometimes difficult for the camera to capture. It is best if the interpreter stays in one place.
4. A highly skilled interpreter is preferable, but he should be able to adjust his signing rate to account for less optimal camera frame rate.
5. The interpreter should arrive at least 15 minutes prior to the meeting. If it is an interpreter’s first exposure to video conferencing (after training), it is recommended that the interpreter arrive at least 30 minutes early. The deaf person should also arrive 15 minutes prior to the meeting.

4.4 Illustrative cases and personal accounts highlighting issues

This section provides a short description of several cases and personal accounts illustrating the common issues using video conferencing for people with disabilities. Emphasis on experiences of deaf consumers is made due to the complications of language translation and the importance of high quality video.

The first case is of a family with a hearing father and deaf mother gathered to discuss parenting strategies with the hearing staff of a child protection agency in order to determine whether the child could stay in the home. The interpreter was connected remotely through a video conferencing system and all other participants were face-to-face. There were no remote camera controls so that the interpreter could not control the camera in the meeting room.

The mother was very upset and crying. As a result, she could not pay attention to the viewing screen, and the interpreter had difficulties gaining the attention of the other meeting members to assert the mother’s needs. Also, the staff was seated with their backs to the viewing screen and facing the father, so that they could not see the interpreter’s attempts to gain their attention. The interpreter was trying to accurately and intelligently represent the mother’s communication but because the mother was so upset there was considerable delay in processing the mother’s communication. This only added to the delay imposed by the technology. In addition, the hearing people continued to give new information and talk while the mother was trying to communicate and the interpreter was trying to interpret that communication and intervene on behalf of the mother. While having to process language as well as assert the deaf person’s needs are normal responsibilities of the interpreter, the seating arrangement, the lack of support for and recognition of the mother in the physical setting, the lack of turn-taking structures and the lack of acknowledgement of the interpreter’s importance resulted in a failed meeting. Many of these difficulties arose because the interpreter was remote and had difficulty gaining attention and recognition.

While this was a difficult situation even for a face-to-face meeting, the situation was exacerbated by the difficulties resulting from the remote video interpretation issues. To overcome some of these difficulties, there are a number of possible solutions. A formal attention-getting mechanism such as a flashing light with audio would have likely aided in allowing the interpreter and deaf mother to have more presence in the meeting. The hearing staff needed to be seated in such a way as to see the interpreter’s eye gaze and turn-taking indicators. In addition, the staff did not have much experience with video conferencing technology, and did inadvertent things such as placing coffee cups down near the microphone causing audio spikes that were very disconcerting for the interpreter. Camera controls or properly setup camera view angles that suited the needs of the interpreter were required. An access manager would have greatly assisted in helping facilitate appropriate setup and use of the technology, and remove some of the barriers to successful communication.

The next three cases are first-person accounts from three individuals directly involved in providing video conferencing services at CHS: two are remote video interpreters, and one is a technical support person at CHS.

4.4.1 Personal Account: My First Impressions of Videoconferencing
By Video Remote Interpreter 1

Question: What was your first impression of video conferencing? As a consumer?

Answer: “The first experience I ever had using videoconferencing was two years ago for a job interview. I knew two of the people at the far site, but I was convinced they were angry with me. The camera had zoomed out in order to fit the three far-site people in the picture at the same time. I couldn’t see their facial expressions very well and I felt as if my

Answer: “The first time I ever interpreted remotely, the deaf consumer copied everything I was signing as if he was watching a teleprompter. How many times does your television ever talk to you? It’s a difficult concept for people to get their heads around. Those consumers whom I had met before seemed to pick up the concept faster. If the deaf consumer has never met the interpreter they may not know that the person signing to them on the television screen is actually expecting a response; that the process is interactive.”

Question: What were your first experiences as a remote video interpreter?

Answer: “Sign Language Interpreters work hard at improving their English and Sign Language skills and be recognized as competent professionals. To impose technology that makes the interpretation feel more difficult and stilted feels like a step backward. Will people know that I’m not “new”? Will they see me as an interpreter with experience? As a “seasoned interpreter,” why should I put myself in a position to feel inadequate when they are many easier assignments readily available??”

4.4.2 Personal Account: My First Impressions of Videoconferencing
By Video Remote Interpreter 2

Question: What was your first impression of video conferencing? As a consumer?

Answer: “The first experience I ever had using videoconferencing was two years ago for a job interview. I knew two of the people at the far site, but I was convinced they were angry with me. The camera had zoomed out in order to fit the three far-site people in the picture at the same time. I couldn’t see their facial expressions very well and I felt as if my
4.5.1 Health care Environments

Health care environments lend themselves to involve limited sets of personnel with limited tasks to be achieved. However, it is very important that people have equal access to the health care environment and are able to successfully communicate. Telemedicine is becoming a much more common approach for providing access to medical services, particularly specialist services, for people in remote communities. It is important to consider the needs of people with disabilities.
4.5.1.1 Tasks

Common tasks that video conference participants may want to carry out in this setting are:

- Consultation – question and answer session regarding particular health needs or issues.
- Examination – inspection of physical, or mental state of patient.
- Prescription – discussion of a particular course of treatment, intervention or action.

4.5.1.2 Physical scenarios

A deaf patient would like to consult with medical personnel (e.g., a doctor, nurse, psychiatrists, or medical technician) through an interpreter via video conferencing. The following list includes possible scenarios of remote interpreter/deaf consumer combination.

- The interpreter is in a remote location and patient and doctor, hospital staff or health-care providers at the local location.
- The interpreter is with the deaf person and the doctor, hospital staff or health-care providers are remote.
- Interpreter can be at one location, deaf person at another and doctor, hospital staff or health-care providers at yet another location.

4.5.1.3 Issues unique to health care settings

Physical Positioning

The National Council on Interpreting in Health Care (NCIHC) has produced guidelines for the role of verbal language interpreters working face-to-face in health care settings. In these settings, they recommend that interpreters be positioned near the patient's head with their backs to the patient giving the patient as much privacy as possible. However, sign language interpreters must always have eye contact with the patient for communication to be understood so they must stand in such a place as to see the patient's facial expressions. NCIHC also recommends that interpreters stand between the patient and health care provider so as to appear as unbiased participants.

A sign language interpreter working remotely cannot be guaranteed that busy health care providers in emergency settings will understand the interpreters' positioning preferences or be able to accommodate them at a bedside with limited room to maneuver the required medical equipment.

Sign language production

The ill deaf person lying in bed will not have the same clear sign language production as that of the interpreter, nor will they necessarily maintain a small enough signing space to fit within the camera's field of view. This can be particularly problematic when the interpreter is remote from the deaf person.

One recommendation is to use technical solutions such as zooming out the camera lens to capture their whole signing space and environment. However, the interpreter risks losing critical facial expressions that are achieved by having the camera closer to the deaf person’s face. There can be a constant conflict between wanted to see a larger view of the room, and the need to go close to the deaf person to see nuances in the facial expression.

Socio/Political

When remote video interpretation is the method of service delivery, deaf participants may mistrust the interpreter because they have no working relationship with the interpreter and no common cultural context. They may withhold some of their communication. This may also work to the benefit of the deaf person. In a sensitive health care setting, deaf people may say more because they do not know the interpreter personally and chances are will not run into that same interpreter out in the community.

Socio/political factors emerge as some of the most important factors for successful video conferencing and remote interpreting. Failure to account for these factors can result in a failed conference and service to the deaf person. These factors include psychological aspects such as an interpreter's ability to cope with the stress of a remote interpreting assignment, or a deaf person's ability to cope with the stress of having medical needs and the confidence to express these needs via a video conferencing system and/or remote interpreter; having to rely on a screen to derive the visual support information necessary for carrying out the interpreting task; motivation; processing information from multiple sources; social isolation; and operating multiple controls while effectively communicating. For example, in personal statements it has been reported by interpreters and deaf people that the lack of proximity between a deaf person and her interpreter can create a feeling of alienation that may result in lack of motivation, a decrease in interpreting quality, and a decrease in the deaf person's involvement and participation in the video conference.

The deaf person may be at significant disadvantage because of these socio/political factors. In addition, they may feel intimidated by a lack of medical knowledge and and by not having a physical presence at the consultation, meeting or evaluation. This may result in an unbalanced power relationship between medical personnel and the deaf patient that can, in turn, cause withdrawal by the deaf participant, the need for the interpreter to take on a strong advocacy role, and errors made by the medical team by unconfirmed or incorrect assumptions. Awareness, experience and perhaps a patient advocate who is physically present with the medical team may be ways in which some of these difficulties can be
the deaf person may feel sick or have other needs in an environment where the deaf person may feel sick or have other needs. In such a situation, the interpreter should always remain in direct eye contact with the person who is deaf regardless of the position of the camera. This scenario is the most straightforward as the interpreter can remain outside of the field of view of the camera and the viewing screen in the classroom, allowing the interpreter to remain in control of the classroom and the deaf student is in the control of the classroom. A second scenario is where the interpreter and instructor are in the same location while having a physical presence in the classroom. While the deaf student will always appear on the viewing screen, the interpreter potentially will have a stronger presence in the classroom particularly when voicing the deaf student's communication. Maintaining focus on the deaf student is a difficult task for the interpreter particularly when there are many other people in the room. The interpreter should remain in the classroom and continue to provide the signed interpretation while voicing questions from the deaf student. The interpreter should always remain in direct eye contact with the person who is deaf regardless of the position of the camera. This scenario is the most straightforward as the interpreter can remain outside of the field of view of the camera and the viewing screen in the classroom, allowing the interpreter to remain in control of the classroom and the deaf student is in the control of the classroom.
microphones and displays are working correctly. This also avoids lime being spent on audio and video checks during the class and possible missed information from the instructor.

The instructor should be instructed to monitor themselves in the “Picture in Picture” screen to ensure that their signing stays within the camera’s view. Individuals may need to adjust their signing space to accommodate small camera field of views.

One important consideration is that the deaf person must also have training and a comfort level with the technology in order to manage camera controls, sign and communicate adequately.

The technology should be tested and adjusted prior to the first class to ensure that connection numbers, cameras, and display are working correctly. The interpreter should always remain in direct eye contact with the person who is deaf regardless of their position in the classroom. All class materials should be available to the deaf person and the instructor before the class begins. As the instructor usually is responsible for managing class activities, pre-conference training is highly recommended.

Employ a formal turn-taking mechanism such as a remote hand that allows the deaf person to overtly gain the floor. Integrators be instructed to monitor themselves in the “Picture in Picture” screen to ensure that their signing stays within the camera’s view. Individuals may need to adjust their signing space to accommodate small camera field of views.

Any video or music material used in class should be captioned, and the captions turned on during viewing of the material in class.

Follow general guidelines for listed in Section 3.11. It is recommended that a system with “picture-in-picture” capabilities be used and that deaf consumers and interpreters be instructed to monitor themselves in the “Picture in Picture” screen to ensure that their signing stays within the camera’s view. Individuals may need to adjust their signing space to accommodate small camera field of views.

Where PowerPoint presentations or other applications must be shared, dual monitors must be used to ensure that the interpreter can always be seen by the deaf student. If captioning is available for audio material such as videos and films that have sound or music, it should be activated to ease some of the burden on the interpreter. If no captions are available for video or music material, the education delivery unit should consider producing them. This is important for live access to this material during use for the class but it is also important to allow students access to the material after class when an interpreter is not available.

Remote students have control over what they can view in their classroom and what others can see of them. Studies with PEBBLES (Feis, 2003) indicate that students using PEBBLES become integrated into the classroom quickly and that they do not receive more attention than other students after an initial novelty period. Placing the video conferencing unit at a normal “seat” in the classroom may remove some of the unwanted focus on the deaf student at the front of the class.

The viewing screen is often located at the front of the classroom for the simple reason of access to electrical power. The deaf student is not an integrated part of the class but rather stands out at the front and may believe that everyone is always “watching” him. In addition, the eye gaze position of the deaf student due to the camera location may seem as though the deaf student is otherwise occupied or not paying attention. This may cause the student to take a passive stance and not participate in discussions or queries.

The third scenario would occur when the deaf student is physically attending a course in a classroom and the interpreter is remote. The video conferencing system would he setup in the classroom and transmit a live image and voice of the interpreter (the interpreter would sign what the Instructor was saying and voice comments, questions, discussion points in the classroom. The viewing screen is often located at the front of the classroom for the simple reason of access to electrical power. The deaf student is not an integrated part of the class but rather stands out at the front and may believe that everyone is always “watching” him. In addition, the eye gaze position of the deaf student due to the camera location may seem as though the deaf student is otherwise occupied or not paying attention. This may cause the student to take a passive stance and not participate in discussions or queries.

Finally, constant attention to a video screen is fatiguing for deaf students as they rely exclusively on their visual system in classroom situations, turn-taking tends to be more formalized where students are expected to raise their hands to indicate they want the floor. Integrating a turn-taking indicator such as a hand or an audible light may be an appropriate method for the deaf student to also indicate she wants the floor. However, using only a light or having light has been shown to be ineffective in classroom settings (Weiss et al. 2001).

Where PowerPoint presentations or other applications must be shared, dual monitors must be used to ensure that the interpreter can always be seen by the deaf student. If captioning is available for audio material such as videos and films that have sound or music, it should be activated to ease some of the burden on the interpreter. If no captions are available for video or music material, the education delivery unit should consider producing them. This is important for live access to this material during use for the class but it is also important to allow students access to the material after class when an interpreter is not available.

Remote students have control over what they can view in their classroom and what others can see of them. Studies with PEBBLES (Feis, 2003) indicate that students using PEBBLES become integrated into the classroom quickly and that they do not receive more attention than other students after an initial novelty period. Placing the video conferencing unit at a normal “seat” in the classroom may remove some of the unwanted focus on the deaf student at the front of the class.

The viewing screen is often located at the front of the classroom for the simple reason of access to electrical power. The deaf student is not an integrated part of the class but rather stands out at the front and may believe that everyone is always “watching” him. In addition, the eye gaze position of the deaf student due to the camera location may seem as though the deaf student is otherwise occupied or not paying attention. This may cause the student to take a passive stance and not participate in discussions or queries.
4.5.3 Business Environments

One of the most common applications of video conferencing with deaf participants is a business meeting. These can take several forms including one-on-one, small groups of less than fifteen individuals, and large meetings with many people (e.g., annual general meeting). In each setting, there are unique issues that must be addressed so that the deaf person can enjoy equal participation and the interpreter is optimally positioned to facilitate this participation.

4.5.3.1 Tasks

Common tasks that video conference participants may want to carry out in this setting are:

- Participate in the discussion, contributing comments and listening to what others contribute. This can be accomplished using formal, agenda-driven rules for turn-taking and meeting progress (e.g., Robert's rules of order) or much more informal processes where people raise hands to request the floor or use non-verbal cues to take a turn when the opportunity arises. Large group meetings tend to be much more formal with set agendas and speakers, formal question/answer or discussion periods and formal turn-taking structures.
- Proposing or seconding motions.
- Presenting information or materials where participants have formal and exclusive control of the floor.
- Asking/answering questions/gaining attention
- Chairing meeting

4.5.3.2 Scenarios

The following three scenarios of deaf/interpreter pairs are possible

One to One Meetings

- The deaf person and the interpreter are in the remote location and the hearing person is at the local location or vice-versa.
- The deaf person and the hearing person are in the local location while the interpreter is at the remote location.

Small Group Meeting

- The group of deaf people and interpreter are at the local location while the hearing person/people are at the remote location.
- The deaf person is at the remote location and the hearing person and interpreter is at the local location.
- Deaf and hearing people at local location and the interpreter is at remote location.

Large meetings

- Group of deaf and hearing people are at the local location while the interpreter is at the remote location.
- Group of deaf and hearing people as well as the interpreter is at the local location while at the remote location there would be a small group of hearing and/or deaf people.

4.5.3.3 Issues unique to meeting settings

Turn-taking

Turn-taking issues are likely the more important issue to consider in meeting with deaf people. Equal participation in video conferenced meetings often involves equal access and particular sensitivity to turn-taking issues. Many of the issues discussed in Section 3.1.4.6 apply in business meeting scenarios.

It is very important that turn-taking mechanisms be explicitly addressed and formalised in meetings with deaf participants to ensure that people are not isolated from discussions and can contribute equally. This is the responsibility of the meeting chair and remote interpreter (and/or the access manager) even when technological solutions are provided (e.g., a turn-taking indicator is used).

Visual materials

Business meetings like education scenarios often involve the use of visual presentation materials. As discussed in section 5.2.3.2 and 3.1.4.8, there are particular difficulties in using visual materials and speaking about those materials simultaneously. Large group meetings are often planned well in advance of the meeting. Providing visual materials to participants ahead of the meeting is the usual practice. One-on-one meetings often do not involve the use of other visual materials.

Small group meetings are often most affected by uses of ad hoc or undistributed visual materials. In order to best manage the needs of deaf users for access to the visual materials and the interpreter through a single view screen, the following suggestions are made:

1. Use a fax, internet connection or file transfer capabilities on the video conferencing system to supply the deaf participant and the interpreter with visual materials during the meeting. The meeting may need to pause while this is
carried out but can it then resume at a faster pace once all people have access to the visual materials.

2. For a pre-planned meeting, the meeting organizer should request visual materials be made available prior to the meeting or suggest that they not be used.

3. The presenter should repeat/read each point verbally before discussing it as well as explicitly announce when a pageslide should be turned to the next one. This will be useful for blind and deaf participants.

Socio/political

The social/political issues that arise with for the health care environment are also potential issues in business meetings. **Section 5.1.3.3 under Socio/political health provides details of those issues.**

Technology alternatives

- Desktop computer videoconferencing equipment can be used for one to one videoconferencing.
- Small groups require boardroom style set up utilizing videoconferencing equipment that allows camera movement via the remote control.
- Small groups require boardroom style set up utilizing videoconferencing equipment that allows camera movement via the remote control.

4.5.3.4 Guidelines and Recommendations specific to meetings

- Deaf consumers and interpreters need to watch themselves in the “My Video” or “Picture in Picture” screen to be sure that they are signing within the camera’s view. Deaf people might have to sign in a smaller space than they normally do, so they are not signing off screen.
- The deaf consumer at the other end should have the control to zoom in/out, up/down to be able to get the signs being transmitted by the interpreter.
- For large and small group meetings, a meeting chair should be assigned. The chair is responsible for ensuring that participants with disabilities and interpreters are explicitly included and meeting procedures address their specific access needs. Planning this prior to the meeting ensures that there are no meeting delays because these issues have not been addressed.
- It is ideal to have a separate access manager from the meeting chair who is responsible for the operation of the technology and for ensuring that access needs are met.
- Video conferencing calls should be recorded and archived for future references and as video/audio notes. Confidentiality issues should be taken into account.
- Visual materials should be made available to deaf participants and interpreters at least one day prior to the meeting.
- Turn-taking procedures should follow formal turn-taking rules. The meeting chair must be responsible for the management of turn-taking.
- Training sessions for video conferencing should include training and suggestions to address access issues.

4.6 Live Captioning: An Overview

Real-time or live captioning is a technique that is not currently available in video conferencing technologies and that could provide many benefits to users with disabilities. Real-time captioning involves the translation of dialog or spoken information into text as it is occurring similar using court stenographic procedures (court stenographer and technology). A verbatim text transcript is provided to conference participants as participant dialog is being produced. Not only does this allow participation by hard of hearing participants and some deaf participants who use spoken language, but also it allows a complete text archive of the meeting to be produced while the meeting is in progress. The text stream could be displayed along with the camera images on the view screen or it could be displayed over parallel technologies such as through a website.

Services already exist that provide real-time captioning through remote connections. The real-time captionist does not need to physically attend the meeting or class but can use a remote audio/video connection to “listen” to the meeting, and produce and display the real-time captions for meeting participants.

Some of the difficulties with real-time captioning relate to accuracy levels (or error rates during to typing inaccuracies, poor audio fidelity, and mis-hearing words), interpreter’s ability to physically and cognitively cope with speed of conversation, interpreter fatigue, and ways to easily provide emotive or speaker identification information. Many of these difficulties remain unresolved and additional research and development is required to address them.

4.7 Recommendations and Guidelines – Summary

- Recommended minimum bandwidth is 384kbps for a typical business quality videoconference.
- Good quality videoconference requires 30 frames per second video transmission.
- Data rate higher than or equal to 384 kbps will support a video screen update of 30 frames per second, equal to VCR playback quality television.
- Data rate lower than 384 kbps will support video screen update of 15 frames per second or less, which is usable, but can seem jerky under rapid motion.
- Video transmission frame rate greater than 15 frames per second is critical.
- Audio is less important (it is still important for the interpreter), than video, so need for camera controls (remote and
• Intelligent audio signal processing (in the form of intelligent hardware or software mixer) must be available to switch between the various audio sources (e.g., interpreter voicing and meeting participants).
• Microphone should be placed next to interpreter voicing for deaf person.
• Remote interpreters should only work for three hours per day, since video interpreting is more fatiguing than face-to-face interpreting.
• Maintaining eye contact is crucial for deaf people in video conferencing.
• Sitting back from the viewing screen (approximately 244 cm or 8' from a 32" monitor) simulates the most natural eye contact.

Interpreter should position herself on camera by sitting far enough back or by zooming out to appear to have eye contact with the deaf person.
• The interpreter should always remain in direct eye contact with the person who is deaf regardless of the position of equipment or other people.
• Interpreters should avoid eye contact with a hearing person as a non-verbal reminder that he should direct his remarks to the deaf person.
• If interpreter is remote to all parties, he must view screen to watch the person who is deaf.

To eliminate “visual clutter” in the camera’s field of view, minimize visible items on the table such as flowers, water bottles, computer screens.

• Table 1 suggests appropriate seating arrangements for all participants.
• An office divider in a neutral colour makes an appropriate backdrop.
• Walls in the video conferencing room should be painted a solid neutral colour (blue and green are also acceptable).
• The environment must have minimal “visual noise” such as windows, wall coverings, logos, murals or any thing or person that can distract users.

The optimal background colour is a solid blue or black.
• The interpreter’s attire needs to be a solid blue or black colour as well and should contrast with the skin colour.
• Excessive movement is sometimes difficult for the camera to capture. It is best if the interpreter stays in one place.
• Tables with a matte finish are recommended to reduce additional glare.

Depending on the size of the sessions, tables should be portable (e.g., wheels on legs, or detachable legs) to allow optimal set up.
• Curtains are recommended to allow the least amount of visual distraction.
• Chairs should not be “squeaky” when rocked back and forth. Casters on casters are most appropriate for tiled floors to prevent scraping sounds when the chairs are moved. The ideal floor covering is carpet with under-padding to minimize the chair moving sounds.

Adequate room lighting ensures productive communication. Optimal lighting should illuminate the user’s face and hands directly and minimizes shadows on face and hands.

• The interpreter must be hyper-vigilant and constantly assess the importance of non-speech and unseen audio events.
• If a presentation is incorporated in video conferencing one viewing screen should be for the interpreter and a second one for the other images.

Chairperson must ensure that all participants are included equally.
• When interpreters and deaf people are using PowerPoint in video conferencing, there must be a pause between each slide and then interpreter can resume watching the signing. Communication will not be accessible if the hearing person continues to talk over the PowerPoint.

If deaf participants announce themselves before signing; it will make their participation in the meeting more equal to their hearing counterparts.
• Information about participants, meeting purpose, agenda for discussion, intended outcomes of assignment, and any other materials should be provided at least one day ahead of the scheduled video conference.

Scheduled introductory time between remote interpreter and deaf consumer ahead of the meeting (at least 10 minutes) is needed to allow these individuals to establish rapport, and acknowledge and accommodate for regional differences.
• Arrival of interpreter should be at least 15 minutes prior to the meeting, but if it’s a first time it should be 1 hour earlier. The client (deaf person) should arrive 15 minutes prior to the meeting as well.
• A set of guidelines should be presented to all participants before the conference to educate them on the communication differences and the procedures of video remote interpreting.

The interpreter requires regular access to consumers and meeting chairperson to easily stop the proceedings to get clarification if needed.
• Remote interpreters should be experienced face-to-face interpreters.
• Interpreters must have the vocabulary, in English and in Sign Language, to appropriately complete sentences.
• Remote interpreter must be willing to interrupt proceedings that are preventing participation by deaf person for any reason, particularly if the chairperson is unable to manage the turn-taking and time lag issues.
• Interpreters must track incoming information as well as the gist of what has just been interpreted.

The interpreter must have several lexical choices for the same concept, as some signs will be more conducive to a 2-dimensional medium.
• Interpreters with diverse community interpreting experiences will have the ability to interpret for a wide variety of consumers (both deaf and hearing).

The interpreter should be able to accommodate signing slower.
• To process language as well as assert the deaf person’s needs are normal responsibilities of the interpreter.
• System with “picture-in-picture” capabilities should be used and deaf consumers and interpreters be instructed to monitor themselves on the “picture-in-picture” screen to ensure their signing is within camera’s view.
• The deaf consumer at the remote end should have access to the camera controls to better view the signs being transmitted by the interpreter.
• Consider a general need for a mobile video conferencing facility if people do not have the mobility to move to a "special video conferencing room".
• A pre-conference meeting (using video conferencing system) can ease cultural and technical difficulties that might interfere with actual conference, and provide new users with practice.
• The technology should be tested and adjusted prior to meeting to ensure connection numbers, cameras, microphones and displays are in order. This also avoids time spent on audio and video checks during meeting.
• Medical situations can impose Psychological stress and increase potential for deaf participant to be alienated due to a reduced ability to communicate while ill and over a video conferencing system. The medical practitioners may inadvertently ignore the deaf person's needs.
• Interpreters should stand between the patient and health care provider to appear as unbiased participants.
• Pre-conference training is highly recommended for a classroom instructor and he must be made aware of the unique communication and turn-taking needs of the deaf person/interpreter pair, and given strategies for ensuring that these needs are met.
• Employ a formal turn-taking mechanism such as a remote video conferencing equipment that allows deaf person to overtly gain attention of the instructor or class peers.
• All class materials should be available to the deaf person and the instructor before the class begins.
• Any video or music material used in class should be captioned, and the captions turned on during viewing of the material in class.
• Desktop computer videoconferencing equipment can be used for one to one videoconferencing.
• Small groups require boardroom style set up utilizing videoconferencing equipment that allows camera movement via the remote control.
• The deaf consumer at the other end should have the ability to zoom in/out, up/down to get the signs being transmitted by the interpreter.
• Video conferencing calls can be recorded for any future legal issues as well as being able to go through notes in case he/she feels that they have missed something.
• Instructors are required to allow deaf student to rest at least once an hour.
• A traveling "Road Show" that would show the videoconferencing equipment to deaf individuals and explain its impact on service delivery. Deaf people in remote areas will not know that it is possible for the television to communicate with them. More education and exposure to this technology will encourage cultural acceptance.
• Agencies that do a lot of remote interpreting should invest in "studio quality" resources: the proper videoconferencing furniture, backdrop colours and lighting.
• A separate certification process for remote video interpreters should be investigated so that deaf and hearing consumers will have faith in the professionals providing service to them in this medium.
• Headsets, laptops should be considered natural parts of the remote interpreting process and should have resources designated to that purpose only.

4.8 Glossary of terms

Frames per second (fps): number of frames that pass by per second. NTSC (north American) Broadcast quality video is 29.95 fps

H.323 The ITU standard for videoconferencing over packet switched networks
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Editor's Note: This is a comprehensive and well documented study regarding distance learning for deaf populations. Videoconferencing designed especially for Deaf elementary and high school students facilitates visual communication and American Sign Language (ASL). College and career-age students with language proficiency – whether English or ASL - prefer to receive information first-hand. A wide range of programs and strategies can be employed with positive results for Deaf students and the instructors and interpreters that serve them.
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Abstract

Distance education is becoming increasingly common in the general population – a trend that is mirrored in programs for students and professionals involved in Deaf education. A review of the literature reveals three distinctive target groups within Deaf education for which distance education serves to advance learning agendas: Deaf students, instructors, and interpreters. This paper will first endeavor to identify and describe the ways in which distance education is positively contributing to Deaf education and training. As a secondary goal, the special considerations and modifications necessary for successful implementation of a distance-learning module targeted toward Deaf students will be discussed. Videoconferencing designed especially for Deaf elementary and high school students, appears to be the most common and successful form of distance education currently since it accommodates American Sign Language communication.
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Introduction

Distance education is becoming increasingly common in the general population – a trend that is mirrored in programs for students and professionals involved in Deaf education. Hubbard (1999) extols the virtues of this medium, “Education of the deaf can benefit from distance
learning fully as much, if not more, as education of the hearing” (p.6). Distance education can be defined as technology-aided instruction occurring when teachers and students are physically separated (Eilers-Crandall, 2000). A review of the literature reveals three distinctive target groups within Deaf education for which distance education serves to advance learning agendas: Deaf students, instructors, and interpreters. Each of these groups has experienced successful instruction through a variety of distance techniques including videoconferencing and web-based initiatives. The purpose of this paper is to review prevailing practices, projects, and perceptions regarding distance education in the realm of Deaf education. It will first endeavor to identify and describe the ways in which distance education is positively contributing to Deaf education and training. As a secondary goal, this paper will discuss the special considerations and modifications necessary for successful implementation of a distance-learning model targeted toward Deaf students. By gaining a broad understanding of these issues, the interested reader will be better prepared to conduct investigations into specific areas of interest within this discipline.

Target Groups and Projects Identified

Deaf Students

Deaf students from elementary age to college age are experiencing the additional opportunities that distance education affords them. Many projects and approaches are underway. Researchers agree that, in particular, videoconferencing is beneficial for Deaf students due to its visual nature (e.g., Hazelwood, n.d.; Juhas, 2001). At the Texas School for the Deaf (TSD), videoconferencing grants students the opportunity to explore via virtual fieldtrips to museums, zoos, and other sites. Students can collaborate with peers in their native language, American Sign Language (ASL) versus exchanging comments through written English (Hazelwood, n.d.). Additionally, Deaf children and teenagers are exposed to Deaf adults. These role models may serve as mentors or experts to assist in job interview role-playing or to depict the art of ASL poetry for example. Students at TSD share presentations, present ASL stories, and debate all at a distance. They can receive instruction on a wide-variety of topics, even the study of other languages, such as Spanish, by using the document camera to display a written representation of the foreign language (Hazelwood, n.d.). At the Colorado School for the Deaf and Blind (CSDB), Deaf students use videoconferencing to connect with Deaf adults who answer questions about life in the ‘real-world’ including relationships and employment (Rose, 1999). Although many of the activities permissible through videoconferencing at these and other schools are not unique to Deaf students, it is the dramatic improvement to communication that is noteworthy. Text-telephones (TTYs) and email rely on written English, but Eilers-Crandall (2000) states, “Videoconferencing provides remote participants with face-to-face familiarity that comes with physical presence, including facial expressions, body language, and eye contact” (p.10). The National Technical Institute for the Deaf (NTID) – a school within the Rochester Institute of Technology (RIT) in New York - arranged a panel discussion between students, Gallaudet University, and the Greater Los Angeles Council on Deafness (GLAD). NTID also participated in a joint venture with the Rochester School for the Deaf (RSD) whereby high school
students at RSD took college-level science and math class from NTID through videoconferencing during the 2000-2001 school year (Robinson & Aidala, 2002). An initiative entitled the Shared Reading Video Outreach Project (SRVOP) was initially developed by Gallaudet University and has subsequently been adopted by states such as Washington to fit the needs of the community. SRVOP is a reading enhancement program that promotes literacy by presenting stories from children's books to Deaf students. These families, who live in remote areas of the state, might otherwise not have the chance to meet and participate with Deaf adult storytellers (SRVOP, 2003).

Videoconferencing is but one method of implementing distance learning. Web-based is another approach that is gaining popularity. The familiarity of the Internet to most students makes it a comfortable medium (Eilers-Crandall, 2000). At NTID, some programming courses are now offered on-line and were specifically designed for Deaf students. They integrate captions and signed videotaped lectures (NTID, 2003). In the broader community of RIT however, Deaf students often elect to take courses for which an interpreter traditionally translated the discourse. When the format of some of the aforementioned classes became web-based, they were made accessible to the Deaf students through text-based dialogue. A recently conducted survey posed questions regarding Deaf students' embracement of this approach. Hearing and Deaf students did equally well statistically and rated many contributing factors to success similarly. Long (2003) reflects:

...most deaf and hard of hearing respondents felt that the on-line learning format provided important communication-related advantages. Compared to a more traditional class, students were less dependent on interpreters to capture the important concepts in class and then present them in sign, in a way that was comprehensible to the students (p.397).

It is worth noting that the Deaf students did not necessarily indicate that they preferred text material over ASL, but rather that they preferred first-hand information over messages filtered through interpreters. One student summarized the essence of this concept by saying, "Now through distance learning I get the exact same material presented in the exact same way as everyone else in the class" (Long, 2003, p.398). This statement would support the notion of leveling the playing field - an inquiry of the research project - at least among students with an excellent command of written English. Another strategic advantage of the web-based courses was the flexible pace at which students could address course discussions and content. Ninety percent of the students enjoyed being able to read, review, and process material prior to participating in on-line meetings. Students also had the option of seeking live tutoring from professors or peers - a service that Deaf learners valued more than did their hearing classmates (Long, 2003).

Conversations with the lead researcher, led this author to hypothesize that the derived benefit from these live tutoring sessions was explanations given in ASL. A similar, but somewhat different approach by DeSales University is to modify, primarily through captioning, their current MBA on-line program to accommodate Deaf students (Mangan, 2001). Gallaudet University, the world's only liberal arts college for the
Deaf, is also at the forefront of distance education delivery. Their online learning system is called the Gallaudet Dynamic Online Collaboration (GDOC) and encompasses tools, such as Blackboard, to offer web-enhanced and web-based courses. Seventy percent of the students and forty three percent of the faculty are using this system (King, 2002).

For schools not accustomed or attuned to the needs of Deaf students, however, the tendency may be to produce inaccessible on-line courses. Kessler (1999) writes, “The ADA [Americans with Disabilities Act] does not mandate that distance-learning programs be provided, but where they are offered, the accessibility requirements are no less stringent than for standard educational programs” (p.44). Therefore, the National Center for Accessible Media (NCAM) and the Massachusetts Institute of Technology (MIT) have teamed up for a three-year project involving “Access to PIVoT” (Physics Interactive Video Tutor). The research team will, “...issue a set of guidelines recommending procedures for creating Web-based educational resources” (Freed, 2001, p.3).

Other educational entities have either combined, expanded, or taken a different approach to educating their Deaf students through distance learning. SOAR-High (Science, Observing, and Reporting-High School) “.. is a web-based earth systems science course involving collaborating teachers and deaf students at high schools in California, Washington DC, and Indiana” (Barman & Stockton, 2002, p.5). In this hybrid environment, students continue to meet in person with their own teacher and classmates, but the course materials and activities are web-based. By its very nature and design, SOAR-High increased students' exposure not only to the science content but also to technology. The students learned to use digital cameras, scanners, videoconferencing, web search mechanisms, web page development tools, and on-line courseware for discussions, quizzes, and research exchanges (Barman & Stockton, 2002; Ellsworth, 2001). Barman & Stockton (2002) find, “All of the ISD students seemed to feel that they had learned to be more independent as a result of the SOAR-High project” (p. 8). These skills will endow a broader range of students to be more successful in mainstream on-line courses in the future (Ellsworth, 2001).

Although low-ability English readers had difficulty with some of the units, studies have shown that students are motivated by the technology and will attempt reading tasks on a computer that they would find daunting in a text book (Juhas, 2001). At the post-secondary level, NTID has a variety of distance learning approaches. They adopted a hybrid approach including videotape-supplemented instruction, in sign language, as far back as the 1960s. The disadvantages of this medium include the requirement to physically keep track of the tape, the lack of uniformity between video players around the world, and the inability to index the material (Mallory, 2001). Recently, instructors have experimented with a new approach – video streamed instruction delivered via the web. Video streaming can be defined as the progressive download of a video file that is either live or prerecorded. Mallory (2001) forecasts, “Although streaming video with captioning is not quite perfected and is not yet widely used on the web yet as a stand-alone instructional tool for the deaf and heard of hearing audience, it will be soon” (p. 6). NTID hopes to entice working adults in remote areas to receive training in this manner. Video streaming is becoming more viable in part due to friendlier editing
software, inexpensive digital camcorders, and high-speed Internet connection. Having separate streams for the signing instructor, the audio, the captions, and the computer displays is preferred due to limited bandwidth considerations (Mallory, 2001). Still there are disadvantages such as the cost and complexity of production and the clarity required for readability of sign language. Mallory (2001) summarizes, "There is a trade off between what file size is adequate to be able to understand sign language and the instruction when it is streamed to the user's desktop and what is a practical file size to store and stream video over a broadband connection" (p. 5).

Outside the United States, a recent study was conducted at the Open University in the United Kingdom to compare the perceptions of academic quality of a distance education program between hearing students and students with a hearing loss (Richardson and Woodley, 2001). The distance-learning courses were distributed primarily through broadcast television. Although both groups rated the quality of those classes high, the group with a hearing loss was not reflective of a typical Deaf student in that only three percent listed signing as their preferred language. The diversity of the various distance education projects discussed thus far is impacting schools around the nation and around the world. When implemented correctly, Deaf children and adults appear to benefit from these scenarios.

Instructors

Just as Deaf students themselves are participating in distance learning ventures, so are their current and prospective teachers. Teacher preparation programs and in-service initiatives have interwoven the distance-learning dimension into their agendas previously, but only recently on a large scale. In 1992, a survey was issued to remote graduate Deaf education students taking courses via videoconferencing (a.k.a. interactive video) from the University of Kansas (Luetke-Stahlman, 1994). Of the thirteen students, twelve were hearing and one was Deaf. Luetke-Stahlman (1994) finds:

Subjects generally agreed that the camera and monitor were not distracting,
that being on "TV" did not make them feel self-conscious, that it wasn't hard
to ask questions during class, that the professor didn't spend too much time attending to the "other" group, that the audiovisual materials were presented adequately, and that they didn't find it difficult to concentrate (p.100).

Thus the program was a successful experience for these teachers-in-training and a preferred alternative to correspondence study due to the live interaction. This study did not address the communication method of the one Deaf student.

To gain a sense of the current state of distance teacher training and professional development, two nationwide, influential projects will be examined. The need for said initiatives is established by the declaration, "The primary problem in Deaf Education is not a lack of information,
innovation or effort, but rather a persistent and growing problem in achieving critical mass of individuals, knowledge and resources" (Join Together, n.d., ¶ C). The PT3 Deaf Education Catalyst grant was subsequently awarded to the Association of College Educators – Deaf/Hard-of-Hearing (ACE-D/HH) and links the nation’s 70 Deaf education teacher preparation programs through the Internet. The overall goal of the grant is to: "Establish a seamless on-line community of learners that collaboratively share information, resources, and opportunities for the common purpose of recognizing excellence and enhancing performance within the field of Deaf Education." (Join Together, n.d., ¶ B). Membership enrollment at www.deafed.net is over 4,300 and includes pre-service teachers, mentor teachers, college professors, and parents. A typical exchange of knowledge between "Cyber Mentors" might consist of a teacher in the field sharing ‘real-life’ anecdotes and in return receiving contemporary literature on a topic from a pre-service teacher (Join Together, n.d.). Additionally, the grant has begun investigating the potential use of Internet based videoconferencing including its ability to render signed conversation adequately. At a bandwidth of 384 kbs, the technology is capable of performing the required tasks and will be used to connect expert teachers of the deaf with teacher preparation programs. Presently, 54 Polycom ViaVideo systems are in place throughout 21 states with more to be added (Join Together, n.d.). A future hope of the project is the expansion of the community of learners to include state schools for the Deaf, large public schools with Deaf education programs, deafness related national organizations, and selected corporations. With additional funding, the Deaf Education Network could also facilitate the recruitment of individuals to become Deaf educators, setup a "Virtual Professional Network" for statistical tracking and mentorship, and create a “Virtual Learning Environment” for Deaf students and adults to broaden their learning and collaborating opportunities (Join Together, n.d.). In general, this network fulfills and facilitates a previously untapped source of national networking opportunities.

A second project that spans multiple states and is impacting Deaf educators and students alike is the Star Schools Project. This five-year grant, which began in 1997, is one of seven from the United Star Distance Learning Consortium (USDLC). According to Rodgers (2003):

> [It is] one of the most comprehensive, education-focused research and development projects in the history of deaf education . . . The ASL/English Bilingual Staff Development Project effectively applied engaged learning principles and a technology-based learning community approach to increase teacher and staff knowledge and skills related to bilingual approaches for deaf students (p. 3218).

The primary school, the New Mexico School for the Deaf, along with eleven other residential schools for the Deaf and several university teacher-training programs have been impacted. The learning community that has developed out of this venture includes researchers, parents, dormitory personnel, mentors, and teachers. They share materials through web-based lessons, videotapes, CD-ROMS, videoconferencing,
and other avenues (Rodgers, 2003). Hubbard (1999) concurs, “Distance learning and videoconferencing are especially useful for making subject matter experts available to students and for enabling collaboration and staff development activities over distances” (p. 1). One example on the student side was the connection of Deaf youth and a panel of veterans who had served the country. During the course of the five years, distance learning took place in staff/mentor meetings, seminars, and classroom instruction and moved from a precursory use of the Internet for such tasks as email to an in-depth use of complex, broadcast technologies such as videoconferencing and online instruction (Rogers, 2003). The project, which also sparked international interest, has generated self-sustaining practices that can continue to develop even after the official grant comes to a close.

In the same spirit, other smaller-scaled initiatives have followed suit in the race to keep educators and support personnel connected and informed. In 1997, Gallaudet University initiated an in-service project called THREADS (Transformations for Humanistic and Responsive Education for all Deaf Students). Theories of multicultural education and constructivist methodology were presented live during a one-week summer course and subsequently reinforced throughout the school year via distance education (deGarcia, 1997). CSDB has used their videoconferencing capabilities not only for the student-centered activities discussed previously, but also for workshops on bilingual-bicultural pedagogy methods, conference planning, audiology meetings, sign class distribution, and more (Rose, 1999). At NTID, a new outreach effort under the auspice of the distance education department, is labeled “COMETS” (Clearinghouse on Mathematics, Engineering, Technology, and Science). It is an online educational resource and network for pre-service and in-service development programs aimed at both K-12 and college instructors (NTID, 2003). The project is funded by the National Science Foundation. NTID also uses their videoconferencing capabilities for staff development and recruitment efforts. Finally, SKI-HI (Sensory Kids Impaired Home Intervention) is:

*a specialized in-service training model to prepare early interventionists, special education teachers, and related service personnel to provide family-centered programming to infants, toddlers, and preschoolers who are deaf or hard of hearing and their families. The in-service course was specifically designed for practicing professionals and paraprofessionals (SKIHI, n.d., Home).*

The distance education distribution methods for SKI-HI include two-way audio conferencing and videotape correspondence shared in three 10-week units. This paper suggests that the time has come for teachers to stop reinventing the wheel and start getting plugged into the ever-increasing community of distance collaborators that can propel Deaf education forward in terms of success and influence.

**Interpreters**

The last group of people involved in Deaf education that this paper will address is interpreters. The Distance Opportunities for Interpreter Training (DO IT) Center offers a three-year program, at a distance, for
sign language interpreters who work in K-12 classrooms (Johnson, 2001).
Of the 70 interpreter training programs, only two offer specialization in
educational interpreting. The rationale, therefore, for this program is that
school districts, especially rural ones, often must hire individuals who are
'under-prepared' for the task. Thus, "Educational interpreters who have
limited or no opportunities for professional growth are able to access
state-of-the-art information via technology without compromising jobs or
families" (Johnson, 2001, p. 9). The program, as of 2001, had over 200
students from twelve states with an expected increase in subsequent
years. The learning approach by DO IT incorporates a wide variety of
distance techniques. Courses in the fall and spring are typically six weeks
long and are sent to students in a "Box" format that includes a study
guide, video and audiotapes, readings, teacher insights, assignments,
and other information. Seventy percent of the courses are actually based
in WebCT, but students still receive the "Box" with initial material.
Students then converse through email and web discussions with their
instructors, reportedly creating more interaction than common in
traditional classrooms. Most importantly, "Distance learners are not left in
isolation to struggle alone with academic content" (Johnson, 2001, p.
11). During each course, there is usually one three-hour videoconference
as well. "[These] synchronous presentations by instructional staff
members can be made to enhance or clarify instructional content; panels
can be recruited with members from various states to provide multiple
perspectives on an issue; modeling of specific assignment expectations
can be done", states Johnson (2001, p. 11). The videoconferencing
session does require travel, sometimes of over a 100 miles, on the part
of the student. Besides the academic content, there is a mentorship
component of the program (comprised of master interpreters and Deaf
individuals) that is delivered totally at a distance by exchange of
videotapes through the postal system and of comments through
electronic mail (Johnson, 2001). Finally, there is a three-week,
mandatory, in-person summer session. Johnson (2001) finds:

The on-site segment proves that personal interaction adds a valuable
dimension to the educational experience. Without it, the distance
interactions might well remain more impersonal and less appealing; with
them, both students and faculty look forward to the on-going distance
interactions with little notice of the distance dimension (p. 13).

The DO IT Center has future plans to videoconference to home
computers, add computer-assisted sign language enhancement to the
courses, and provide an on-line resource for continuing education. In
summary, "It [The Educational Interpreting Certificate Program]
illustrates that distance education is an effective means of providing
interpreter education. It is possible to teach interpreting at a
distance" (Johnson, 2001, p.13).

A closely related group, students taking ASL as a foreign language, share
a common goal with interpreters - to become proficient in signed
communication; therefore, a brief look at programs addressing this
subset is required. In 2001, at the University of Wisconsin-Milwaukee
(UWM), ASL was delivered through the blended technologies of the
Internet, videoconferencing, and streaming video (Lehman & Conceicao,
2001). The researchers asserted, "ASL is highly visual and interactive
and, therefore, an excellent type of content for
Similarly, the Baxter School for the Deaf employs a Deaf instructor to teach ASL to other high schools in Maine (Kessler, 1999; Mara 1999). The course is distributed over a high-speed, asynchronous transfer mode (ATM) network at speeds of 45 megabits per second – the equivalent of 30 telephone lines. The exchanges are high quality and instantaneous. Mara (1999) explains, “ATM is especially good at carrying video, voice, and data simultaneously because it can prioritize different kinds of information and manage them efficiently. Other wide area technologies, like ISDN or T1 lines, don’t have this capability” (¶ Infrastructure). The videoconferencing equipment and the ability to now offer courses such as ASL, is hoped to increase enrollment at the rural high school by enticing neighboring cities without high schools to choose Baxter for their students.

Implementation Considerations Identified

Having now reviewed the various projects for the students and staff involved in Deaf education, this paper’s focus shifts to the practical strategies and suggestions for creating or modifying distance learning in this context. Johnson (2001) establishes, “Effective distance education requires a new perspective on learning and teaching, and new approaches to preparing teaching materials” (p.9). Eilers-Crandall (2000) concurs and asserts, “Educators of Deaf students have a definite advantage when it comes to distance education in that they already know how to adapt teaching for visual learning” (p. 14). Implementation considerations are broken down into two main categories – videoconferencing and Internet-based planning.

Videoconferencing

Hearing presenters must be instructed to not use ‘voice-over’ with their visuals. Deaf students cannot attend to the visual image and the interpreter at the same time; therefore, they must be allowed to look at it first and then pay attention to the discussion. Neither can Deaf students attend to a task, such as a web search, while listening to the presenter (Hazelwood, n.d.). However, “For Deaf participants, chromakey takes the place of ‘voice-over’”, continues Hazelwood (p. 10). In order to implement this technique, one needs a mixer with a chromakey generator and a background (typically a blue or green screen) so that the presenter can be superimposed over an image from the document camera or computer. A mixer is also critical because it allows an interpreter and hearing presenter to be spliced together to be displayed to the Deaf audience and recorded to tape for future viewing.

Juhas (2001) notes “Lack of visual clarity and latency or lag time can be problematic for hearing users but is an even greater disadvantage to deaf users” (p. 2). The lag time referenced above is due to technical limitations, but lag time, more accurately termed ‘processing time’, also manifests itself as a delay between original and translated language utterances. Thus it behooves the Deaf educator to explain to hearing presenters that students cannot, for example, answer questions immediately because both the equipment and the interpreter have to “catch-up” (Hazelwood, n.d.). Researchers have found that internet-based videoconferencing such as ‘Cu-SeeMe’ delivered through web cams

do not currently produce high enough quality output to have a normal ASL conversation (Eilers-Crandall, 2000; Hazelwood, n.d.). The recommendation, therefore, is to use a T1 or ISDN-based network with a minimum of 384kbps and a preferred 512kbps. Especially, at the former rate, signers must slow down their communications, especially fingerspelling (Hazelwood, n.d.). Regardless of the rate the deaf students have available, if the museum or other school is only wired at 128kps, the signing will not be clear; it may be jerky or blurry (Juhas, 2001; Rose, 1999). Hence, Juhas (2001) recommends:

*Due to the lag time that is inherent with videoconferencing, and the fact that sign language is not smooth and natural at 128 kbps, it is essential that the interpreter be located with the deaf audience members and not in the customary place, which is a the side of the presenter (p. 3).*

However, even in the past couple years since much of this research began, there has been an increase in the speed and quality of connections consequently clearing the path for viable internet-based videoconferencing. For example, traditionally, Deaf and hearing persons have experienced phone conversations through a text relay process, but video relay interpreting (VRI) is growing in popularity. The logical progression to engaging remote interpreters even for in-person courses is one of the topics to be addressed by Gallaudet University and the University of Tennessee should they be awarded a new federal grant (Gallaudet University, 2002). The grant would also provide funds for creating a ‘cookbook’ of best practice guides and training for distance education.

Taking a more technical approach to combating the issues of transmission clarity, Muir & Richardson (2002) conducted a study to determine what portion of the signer a person looks at most. They found, “It may be possible to make better use of available transmission bandwidth by selective optimization of key features of the video sequence” (Muir & Richardson, 2002, p. 650). Through tacking of gaze point and eye movement data, the face was found to be the region of the image that was attended to most often and thus needed to be the sharpest quality. From a practitioner viewpoint, some more simplistic ideas to maximize readability include selecting appropriate contrasting colors for clothing and background and properly framing the shot (Lehman & Conceicao, 2001; Lightfoot, 2002). Establishing a few preset camera positions is best so that camera zooming is minimized as excessive visual movement is disorienting to Deaf audiences (Robinson & Aidala, 2002; Lehman & Conceicao, 2001). Finally, signers need to see themselves to ensure they stay in their sign space, but students often find it distracting to see their images so the protocol for videoconferencing may vary based on individual cases (Hazelwood, n.d.; Juhas, 2001). Juhas (2001) summarizes, “The value of these learning tools is dependent upon the strategies employed in planning and preparing for interactive and experiential learning” (p. 5).

**Internet-based**

Eilers-Crandall (2000) suggests that a transition time is necessary as
web-based distance education instruction is introduced to Deaf students since it signals both a change in technology dependence and a change from guided to more independent learning. A professor at DeSales University, states, "For most Deaf ... students, the language we're going to use – mostly text-based, supported with graphics – is a second language for them. We need to think of these students the same way we think of international students who have another first language" (Mangan, 2001, p.A39). Modification of content to include more visual components is thus a recommendation. At NTID, Dr. Mallory creates innovative web-based distance education programs and asserts, "My teaching style has been to take distance learning to a more personal level, trying to create the same atmosphere that I am able to create in the traditional classroom" (COMETS, n.d.). That personal level for some NTID courses, means adding streaming video to the web presentations so that instruction can be given in ASL. As mentioned earlier in this text, the tradeoff for clearer video is larger file size so both factors must be considered. A recent teleconference in February of 2003, distributed by PEPNet (The Postsecondary Education Programs Network), detailed some of the design considerations and technical issues pertinent to on-line learning involving Deaf students that have been addressed in this paper (PEPnet, n.d.).

Conclusion

"Research studies clearly demonstrate that, properly executed, distance learning is, at least, as effective as traditional pedagogical approaches," reflects Johnson (2001, p. 9). 'Properly executed' is the key word in that statement and the focal point for much of the contemporary research regarding Deaf studies. But is there one right answer? This paper takes the position that Deaf learners are a heterogeneous group comprised of individuals with unique backgrounds and skill sets necessitating different distant instructional approaches. Videoconferencing designed especially for Deaf elementary and high school students, appears to be the most common and successful form of distance education currently since it accommodates ASL communication. In examining college and career age students, however, the issues are more dynamic. As long as students have a certain level of proficiency in the language of the instructor – whether that be English or ASL - they appear to prefer to receive the information first-hand. Future research should address how to determine the pivotal point in terms of age, grade level, or language skill at which students develop this preference for direct instruction over their preference for instruction in their native-language. It is the same type phenomena that occurs when a hearing person would rather watch a movie in the original foreign language than with English dubbing because the payoff of receiving the nuances of the original outweigh any deficiencies in comprehension of the secondary language. With this type of data, educational entities would be in a better position to make accommodating implementation decisions such as captions versus interpreters. It would be interesting to research the connection between students who prefer interpreters versus real-time captioning in traditional classrooms and students who prefer text-based web-courses versus interpreted videoconferencing. However, a majority of the available research is descriptive, focusing on individual projects, rather than empirical studies. It is evident from that body of literature that a wide range of programs and strategies can be employed with positive results.
not only for Deaf students but also for the instructors and interpreters that serve them.

References


engaged learning project. Paper presented at the Society for Information Technology and Teacher Education, New Mexico.


About the Author

Becky Sue Parton is a Ph.D. student at the University of North Texas. Her field of study is Educational Computing. Her research interest is technology as it relates to Deaf Education. She teaches an *Intro to Computers* class at a local two-year college and works as a programmer / database developer at the University of North Texas.

Becky Sue Parton
12825 Metz Rd., Sanger, TX 76266
W: 940-565-3889
Email: parton@cc.admin.unt.edu
The Registry of Interpreters for the Deaf, Inc. (RID) Standard Practice Paper (SPP) provides a framework of basic, respectable standards for RID members' professional work and conduct with consumers. This paper also provides specific information about the practice setting. This document is intended to raise awareness, educate, guide and encourage sound basic methods of professional practice. The SPP should be considered by members in arriving at an appropriate course of action with respect to their practice and professional conduct.

It is hoped that the standards will promote commitment to the pursuit of excellence in the practice of interpreting and be used for public distribution and advocacy.

About Video Relay Service Interpreting

Video relay service (VRS) is a free telephone relay service using video technology to allow deaf and hard of hearing persons to make and receive phone calls using American Sign Language (ASL). VRS, as an industry, has grown exponentially since its inception in 2000 as an offshoot of traditional Telecommunications Relay Service (TRS) or text-based relay services. It is estimated that more than 4,000 sign language interpreters have worked in this setting. VRS companies provide millions of minutes of interpreting services per month, and given its current rate of growth, VRS will continue to be a viable employment setting for sign language interpreters into the future.

The basic requirements for using VRS are a monitor, a video camera device and a broadband (high-speed) internet connection. Each VRS company has its own particular system that is required to be interoperable, allowing consumers to access any company's service no matter what equipment they have. There are likely to be additional applications, such as enhanced services for customers who are deaf-blind. Because technology is ever changing and rapidly improving, RID anticipates increases in the volume and desire for the service.

VRS services are regulated by the Federal Communications Commission (FCC). The FCC is responsible for managing reimbursement rates from the Interstate TRS Fund, which is funded by interstate telephone companies throughout the United States. The FCC is responsible for setting standards that VRS companies and their interpreters must follow when handling calls. These regulations help to ensure that VRS calls are handled efficiently, appropriately and ethically. VRS providers must comply with the rules set forth by the FCC in order to be reimbursed for the calls they relay. The goal of TRS, and thus VRS, is to provide telecommunications access for deaf, hard of hearing and speech disabled individuals in a manner functionally equivalent to traditional voice telephone users.

The FCC puts forth the following provisions for VRS providers:

• General VRS telephone communication access 24 hours a day, 7 days a week is mandated.
• Speed of Answer Rule - by January 1, 2007, VRS providers must answer 80 percent of all VRS calls within 120 seconds, measured on a monthly basis.
• The ability to place calls to 911 services. Currently, access to 911 is waived for VRS providers until 1/1/2008.
• If Spanish to ASL services are offered, they must be accessible 24 hours a day, 7 days a week.
• Video mail services, which are services similar to voice mail but in sign, are reimbursable. Video mail is not mandated by the FCC.

The FCC also limits use of this free system to phone calls and does not intend the service to be used to replace on-site interpreting for meetings. As such the FCC requires that all deaf and hearing participants be in separate locations.
The Role of the Interpreter

VRS cannot function without skilled, capable interpreters. RID plays a leading role in establishing a national standard of quality for interpreters by providing education and certification through the National Testing System. The process of becoming a highly qualified interpreter starts with attaining credentials through certifications offered by RID and maintaining qualifications through continued skill development. RID believes that national certification must be the minimum standard for qualification of VRS interpreters. RID also encourages the use of Certified Deaf Interpreters (CDI) as team interpreters to assist with the demanding nature of the work involved with VRS interpreting.

Each VRS company employs sign language interpreters through direct employment as employees or independent contractors or through agreements with sign language interpreting agencies. VRS interpreters are currently working full time or part time shifts to assure VRS services are available 24 hours a day, 7 days a week.

VRS has attracted many interpreters who previously worked in community settings. While the advent of VRS interpreting has opened up new telecommunication options for the Deaf community, it has done so at some loss of adequate availability of interpreters in community settings. Recruitment of VRS interpreters has led to a supply-and-demand phenomenon that has meant higher salaries for not only video interpreters; the entire field has had to adjust to the rise in salary ranges to retain interpreters in community and educational settings. RID remains steadfast in its commitment to the needs of the community and to promoting a balanced approach to the provision of interpreting services in all arenas. Furthermore, RID remains committed to those practices and standards that will promote career longevity for interpreters so that the valued resources of qualified interpreters for this highly specialized arena will not be prematurely or unnecessarily depleted.

Never before, in the history of the interpreting profession, have interpreters worked in settings where the federal government and large corporations have played such an important role in the provision of interpreting services. The FCC has defined VRS interpreters as ‘communication assistants’ (CA), using language from TRS regulations. In accordance with the Americans with Disabilities Act (ADA) and later FCC regulations, interpreters working in the VRS setting must be “qualified.” The FCC states that VRS interpreters must be able to “interpret effectively, accurately, and impartially, both receptively and expressively, using any necessary specialized vocabulary.”xx The interpreter as a professional has the responsibility to assess the communication needs of consumers and render the message using the interpreting service model and interpreting techniques that are most appropriate for the communication needs of the consumers. In addition, interpreters working in the VRS arena must be readily prepared for working in an environment with diverse cultural groups including deaf and hearing people of color, hearing consumers with varying cultures and accents as well as colloquial differences found in different regions of the United States.

RID urges VRS providers and interpreters to work together to ensure quality interpreting services, professional standards and practices and a safe and healthy work environment. The following issues should be addressed when discussing best practices for working in the VRS setting:

Interpreter preparation: Industry standards and best practices suggest that interpreters are most successful when they are able to obtain information about the subject of an interpreted conversation in advance because interpreters exercise professional judgment and make decisions based, in part, on this information. While the FCC does not prohibit the gathering of such information by a VRS interpreter prior to placing a call, this is not a common policy among VRS providers.xxi RID supports the practice of interpreters obtaining necessary information in order to process calls appropriately.

Teaming: The RID Standard Practice Paper on Team Interpreting explains factors involved in determining the need for a team interpreter. These factors include the length of the assignment, the complexity of the interpreted content, the dynamics of the setting and possible unique needs of the persons receiving the interpreting services.xxii In VRS settings, there are times when it is necessary to request a team interpreter for assistance. Additionally, RID supports the use of Certified Deaf Interpreters (CDIs) within call centers as another resource to ensure functional equivalency.xxiv
Working Conditions: In VRS call centers, the following workplace concerns have been identified: repetitive movement injuries, eye strain, muscle strain, weight gain and physical and mental fatigue. Additionally, the intimate nature of VRS work can lead to emotional strain or vicarious trauma. RID recommends established policies for breaks in order to prevent or minimize the negative effects of the physical, mental and emotional demands of the VRS environment.

Training: Because of the complex and dynamic nature of VRS, ongoing training related to the technology as well as interpreting skill sets specific to the VRS setting is needed.

Cultural Competency: VRS interpreters work with consumers from different geographical and cultural backgrounds. Because culture is inextricably tied to language, interpreters must develop cultural competency as well as understanding of language variations for both signed and spoken languages. Variations can be seen in word meaning, accents and speed of production. Managing these differences skillfully can be challenging for interpreters.

The Role of RID

RID is the national professional organization for sign language interpreters in the United States and, as such, advocates for its members by promoting the profession and advocating for increased quality, qualification and quantity of interpreters through a triad of services.

- National Testing System (NTS) strives to maintain strict adherence to nationally recognized testing industry standards of validity, reliability, equity and legal defensibility.

- Certification Maintenance Program (CMP) is the avenue through which the continued skill development of certified interpreters/transliterators is monitored.

- Ethical Practices System (EPS) and NAD-RID Code of Professional Conduct (CPC) are two vehicles that provide guidance and enforcement of professionalism and conduct. The EPS provides an opportunity for consumers and colleagues to address concerns or file complaints regarding the quality of interpreter/transliterator services, and the CPC sets the standards to which all individuals holding RID certification are expected to adhere.

RID serves as a liaison between the interpreting community and stakeholders in VRS. Working in partnership with Deaf organizations, advisory groups and the FCC, issues relating to the provision of VRS services are addressed at the national level. RID’s membership makes up the largest pool of interpreters working in the industry, and its members serve as the experts in the field in terms of working conditions, self-care and self-advocacy.

RID views the interpreters who work in the VRS setting as professionals with the rights and responsibilities necessary to assist in helping to steer the future course of video relay service provision. In addition, RID makes the following recommendations to those involved in the field of VRS interpreting.

Recommendations:

The primary recommendation is that VRS providers hire RID certified interpreters. High levels of skill, experience and professionalism are necessary for the volume of work and the wide variety and unpredictable nature of call content. RID certification is a measure of qualifications of sign language interpreters. RID recommends that VRS providers develop hiring practices that ensure the highest quality interpreting services.
Other recommendations are as follows:

**Ergonomics:** VRS providers should assure that all steps are taken to provide a safe and healthy environment for interpreters, especially considering the physical and mental demands of VRS work.

**Breaks:** Frequent breaks during a shift should be encouraged to ensure quality of interpreting services. Research on spoken language interpreters has shown that an interpreter’s performance declines after 15 minutes in video-based settings. Because the mental processes for spoken and signed language interpreting is parallel, this research has implications for interpreting in VRS settings.

**Teaming opportunities:** A team should be available for support when deemed necessary by the interpreter.

**CDIs:** Certified Deaf Interpreters/qualified Deaf interpreters should be available for needed teaming and/or assistance with idiosyncratic language.

**Diversity:** VRS providers should promote the hiring of a diverse body of interpreters to accommodate the variety of consumer cultures and preferences.

**Training:** Adequate training opportunities should be available for interpreters to keep abreast of best practices regarding interpreting through video, current trends in the industry and any technical issues for which they are responsible.

**Technology:** VRS providers must delineate what they are responsible for in regards to technology maintenance and what technical competencies interpreters are required to have. Interpreters are not technicians and need support in this area.

**Call information:** Whenever possible, the interpreter should be encouraged to receive any relevant information prior to the call in order to better assist them to interpret the content. Additionally, confidentiality is emphasized in the VRS setting as it is in all settings, in accordance with the first tenet of the NAD-RID Code of Professional Conduct. Interpreters are required to hold in strict confidence any content seen or heard during calls.

**Cultural Competency:** VRS providers should make available information and training regarding the multicultural dimensions and language variations of consumers. Strategies for working across cultures will improve services provided by interpreters in the VRS setting.

**Conclusion**

VRS has revolutionized communication access for deaf people and has had a profound effect on the interpreting profession. RID will continue to work as a resource to consumer groups and the FCC as it represents the interests of the interpreters who serve as the heart of this remarkable service. For more information, please visit the RID website at www.rid.org or contact the RID national office.
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Abstract
Deaf and hard of hearing students experience barriers that make access to mainstream universities a challenge. Educational technology has the potential to better include these students in the academic mainstream. This paper begins by outlining historical trends in education for deaf students because understanding the unique characteristics and experiences of members of the deaf community will be crucial for successful design. We then discuss current trends in educational technology in general, especially those that will ultimately be made accessible or compatible with the needs of deaf students. Finally, this paper describes the author's proposed thesis work: the development and evaluation of a classroom platform for deaf and hard of hearing students to access remote interpreters and captionists, avoid visual dispersion, and facilitate classroom interaction.

1. Introduction
Entering mainstream universities involves extra challenges for people who are deaf and hard of hearing: skilled sign language interpreters and captioners with advanced domain knowledge can be difficult to find; multiple visual channels of information in the classroom can be difficult to juggle; and collaboration inside and outside the classroom is often strained due to language barriers [28].

Classroom technology research aims to improve educational experiences for all students and this creates opportunities to better include deaf and hard of hearing students. Wireless networks, data projectors, and portable computing devices can be used to bring in remote interpreters, support the sharing and capture of instructional materials, and provide additional communication channels for everyone. A more digital academic environment creates an opportunity for customization to better suit the needs of individual students.

2. Goals and Contribution
This research will investigate and develop technology to help manage the many academic tasks required of the estimated 20,000 deaf and hard of hearing students at mainstream universities in the U.S. [38]. Development will parallel other educational technologies so that technology for deaf students will be similar to those used by all students. The DHH Cyber Community project at the University of Washington will be a catalyst bringing together video remote interpreter services, remote captionists, skilled interpreters, and knowledgeable people within the deaf
community. The proposed work will utilize this web of resources and services and the high-bandwidth connections between them to promote the best educational environment and lower barriers to participation in university-level academics for deaf and hard of hearing students regardless of classroom type, instructor accommodation, or locally available resources.

3. Background

When designing for deaf and hard of hearing people, it is important to understand that as a group, they have extremely varied backgrounds and educational experiences. A person's self-identification as either deaf, hard of hearing, or hearing impaired is often primarily a personal choice and not a function of the degree and onset of hearing loss. Deaf people tend to prefer sign language, often choose not use their voice, and are likely to be involved in the signing Deaf Community (note the capital "D" indicating a sense of pride in the uniqueness of sign language and culture). Hard of hearing people tend to speak and lip-read and may rely on residual hearing, hearing aids, or cochlear implants when communicating with hearing people. They may also know sign language and participate in the Deaf Community. These groups are by no means distinct and both people and preferences can shift across group lines. Alternately, elderly people who have lost hearing later in life may better fit into a third group as they are unlikely to know sign language, do not identify with Deaf Culture, and may prefer the term hearing impaired (which is a term typically rejected by members of the Deaf Community as it is thought to negatively emphasize a deficiency).

The degree of a person's hearing loss is only a small aspect of their disability and does not necessarily determine the best classroom accessibility solution or accommodation. For some people, the ability to adjust the audio volume may be sufficient. For others, translation to a signed language may be more appropriate. For others still, access to text alternatives may be the best solution. For those who were raised in environments promoting speech training, good access to the face of the speaker may be sufficient. These different preferences are in large part due to varied backgrounds and personal experiences and no type of accommodation is perfect. Understanding the diversity of experiences from early childhood on is an important aspect of designing with and for deaf and hard of hearing students.

3.1. Issues Affecting Deaf and Hard of Hearing Students

From a strictly audiological point of view there are several ways to quantify hearing loss. The most common metric is the degree of loss in decibels (dB) from mild loss (25 to 40 dB) to profound loss (90 dB or greater). But, as the next sections will illustrate, hearing loss itself is only one of many factors affecting language acquisition and education of deaf students.

3.1.1. From Infancy to Early Childhood

There is a distinction between pre- and post-lingual deafness, meaning that deafness occurred before spoken language acquisition or after, respectively. Oral training (learning to speak and read lips) is much easier for post-lingually deaf children and much more difficult and often unsuccessful for pre-lingually deaf children. In either case, excellence at lip reading is not common.
Language acquisition depends much more strongly on early exposure to language, whether spoken or signed; relying on lip reading alone very much restricts the child's language exposure. In fact, deaf children born to deaf parents (much like hearing children born to hearing parents) experience almost effortless natural language acquisition simply through exposure to the language of their parents. However, ninety percent of deaf and hard of hearing children are born to hearing parents who do not know sign language. Many of these children are not exposed to any language in a natural way during those early critical years of language acquisition. Oral training is not a substitute for the almost effortless language acquisition that occurs naturally. This lack of early exposure to any language may be the reason that many deaf people struggle with the written form of spoken languages, for example English. In fact, for the lucky ten percent, early exposure to sign language and strong signing skills seem to act as a linguistic bridge to more easily acquiring English as a second language [31]. The effects of language acquisition during the early childhood years trickle through grade school, on to high school, and ultimately affect access to college and career.

3.1.2. From Early Childhood through Grade School
The type of schooling environment that a deaf student experiences growing up will also affect their preferred accommodation and access to the college classroom. Education for deaf children in the U.S. has undergone policy changes that have resulted in even more diversity within the deaf and hard of hearing group.

Until 1975, education of deaf children and adults in the United States was very centralized. Residential schools for the deaf were introduced in most states during the 1800s and Gallaudet University (an all-deaf liberal arts university) was founded in 1864. Centralization is based on the concept that deaf students need a specialized education because of their disability. In 1975 there was a fundamental change in public policy concerning the education of deaf people and others with disabilities with the passage of Public Law 94-142 now called the Individuals with Disabilities Education ACT (IDEA). The law mandated that all children with disabilities are assured a free appropriate public education. This “full inclusion movement” has not been without controversy [22]; some assert that a mainstream classroom may not be an ideal learning environment as it isolates students and reduces exposure to the deaf community and deaf role models. Since then, the percentage of deaf students attending residential schools has declined steadily to about 15% [45], with the majority attending mainstream schools.

3.1.3. From High School to College and Beyond
Although a large segment of deaf and hard of hearing students attend the three major universities serving primarily deaf students (Gallaudet, National Technical Institute for the Deaf (NTID), California State University Northridge (CSUN)), the vast majority of deaf students attend mainstream colleges and universities. According to the National Center for Education Statistics (NCES), over 20,000 deaf and hard of hearing students are enrolled in post-secondary educational institutions in the U.S., approximately 93% at the undergraduate level. This is likely an underestimate as the survey was conducted more than a decade ago, it did not include primarily deaf universities like Gallaudet, NTID, and CSUN, and not all
students identify themselves to the university as deaf or hard of hearing. Over
50% of 2- and 4-year post-secondary institutes in the U.S. have identified as
serving 1 or more deaf or hard of hearing student, nearly 95% for larger colleges
and universities [38]. This illustrates how deaf and hard of hearing students are
spread thinly at universities across the country, a point we will come back to later.

There are striking differences between classrooms geared toward all-deaf classes
versus typical mainstream classrooms. All-deaf classrooms tend to be aligned in a
semicircle so that all students can easily see the instructor, presentation, and all
other students. Mainstream classrooms may have a number of different
configurations, but the most frequent is rows of students all facing the front of the
class (see Figure 1). Clearly, mainstream classrooms were not designed with the
deaf student in mind.

Recent years have seen an increase in deaf and hard of hearing students attending
mainstream universities, which is likely a result of the “full inclusion” movement,
IDEA act, the Americans with Disabilities Act of 1990 that prohibits discrimination
based on disability.
3.2. Existing Accommodations

This increase in deaf and hard of hearing students in the academic mainstream has resulted in an array of accommodations in academic settings including: interpreters, real-time captioners, hearing aids, FM systems, and note takers.

3.2.1. Interpreters

As more deaf students enter mainstream universities, there is a growing need for skilled sign language interpreters that have specialized, university-level knowledge and signing skills. Because deaf students are spread thinly across U.S. universities, matching a student interested in a given domain with an appropriate interpreter who has knowledge of that domain can be a challenge, especially for advanced courses and for universities serving only a small number of deaf students.

Video remote interpreting (VRI) has been used in the classroom to help increase resource opportunities for this matching problem. VRI uses an intermediary interpreter, not in the same room, who signs what is voiced and voices what is signed for deaf and hearing people from the within same room. Video relay services (VRS) have similar services and are very popular, but these services are restricted to telephone conversations between parties not physically co-located.

3.2.2. Real-time captioners

Communication Access Real-time Translation (CART) is the system used by court stenographers and closed captioners in both academic and non-academic settings to manually convert speech to text using a keyboard or stenographic machine.

Much like interpreters, real-time captioners can only effectively convey classroom content if they understand that content themselves. Thus, matching students with appropriate and knowledgeable captionists can also be a challenge. Remote CART can also be used where the operator receives the voice through a telephone or computer connection and the text is sent back over a data connection. Some CART systems allow the student to highlight and add their own comments to the real-time text as it scrolls across the computer monitor [41]. C-Print is a type of CART developed at the National Technical Institute for the Deaf that enables operators who are trained in academic situations to consolidate and better organize the text with the goal of creating an end result more like class notes and more conducive to study [17].

Several researchers are working on speech recognition for automatically displaying spoken language in text [5]. Error rates are slowly improving, but these systems have a long way to go until they are usable. Very low errors would be required as even the smallest error (imagine recognizing a “ought” when the speaker actually said “not”) can completely change the meaning of the text. Using textbooks to train the system on relevant course content [27] can improve error rates. When these systems are used in the classroom, a human operator typically corrects the errors on-the-fly [49] and formats the text to show pauses to indicate speaker changes and to better facilitate later study. At this stage, the operator can not be eliminated altogether.
3.2.3. Note-takers
Because deaf students rely so heavily on visual communication, looking down to take notes causes them to miss the information that is being signed or captioned. Therefore, deaf students often receive notes from hearing students who volunteer (or sometime are employed by the university) to share their notes. Instructors may also copy class notes, slides, or transparencies for deaf students. While this helps ease visual burdens during class, the student may miss out on the value of taking and studying personal notes.

3.2.4. Accommodation of Choice
A student’s choice of accommodation depends in large part on their experience and educational background: strength in sign language, comfort with English, and previous experience with a given accommodation. Studies that have compared different types of services (sign language instruction, sign language interpretation, CART, and C-Print) show mixed results, probably due to the diversity of student needs [32].

Additionally, the same student may choose different accommodations for different types of courses. As one student pointed out, real time text may be better than sign language interpretation for courses involving many new vocabulary terms: "C-Print works best in lecture-based courses and courses that rely more on words as opposed to formulas or graphics." [17]. Sign language may be better for courses such as geometry containing lots of spatial and relative information or for courses focused on discussion or debate if the student’s preferred mode of communication is sign language.

Can too much accommodation be a bad thing? Mayer et al. showed that both real time text captioning and in-person sign language interpretation together resulted in greater loss of information than either one alone, perhaps due to visual overload [34]. In contrast, Marschark et al. found that having both sources of accommodation (but shown on the same computer screen) was beneficial [32]. Furthermore, students learned more from sign language during class but got more out of real time text notes for studying. This could indicate that more channels of information are in fact beneficial, but only if they are arranged in a way that reduces visual overload, a point we will come back to in Section 3.3.1.

3.3. Accessibility Goals and Design Criteria
In spite of the plethora of possible accommodations, attrition of deaf students at the university level is high. This is partly due to missed classroom information and underdeveloped study habits such as note taking, but it is also related to difficulty with social and cultural connections with other students [28]. Our work will address both missed information through visual dispersion and translation as well as issues with collaboration with other students.

3.3.1. Reducing Visual Dispersion
“The ear tends to be lazy, craves the familiar, and is shocked by the unexpected; the eye, on the other hand, tends to be impatient, craves the novel and is bored by repetition.” ~ W. H. Auden
Problem:
Unfortunately, there are several ways that a deaf student can miss classroom information. Because deaf students receive nearly all classroom information visually, they must juggle their visual attention between instructor, slides, interpreter and/or captioner, and personal notes or handouts. Due to this juggling, information can easily be missed. Even when best practices for classroom setup are followed such as reducing visual obstacles (having the student sit up front) and utilizing techniques to include deaf students, the visual juggling act still results in missed information [25].

Even if explicit information is carefully provided, inadequate access to subtler, implicit information may put students at a disadvantage. For example, both conscious and sub-conscious gestures used by instructors often contain task-relevant information that has been shown to be helpful to the learner in problem solving activities [19]. If deaf students’ visual attention is focused on the interpreter or the captions, they may be missing out on this alternative mode of information. Having better visual access to the teacher and the ability to replay both the instructor’s actions and the interpreter and/or captions later may further reduce missed content.

Visual distribution problems often found in the classroom are summarized nicely by the experiences of one profoundly deaf and profoundly influential researcher while enrolled in a workshop to learn a new statistical software package (from [31]):

Superficially, the learning context seemed ideal: The lecturer was a sensitive individual who went to great lengths to ensure full access by deaf individuals participating in the workshop. He had a projection of his own computer display on a large screen behind him, and each participant had their own computer for hands-on activities. The sign language interpreters were the best that could be found: all experienced in interpreting under such conditions. The two deaf participants had strong backgrounds in the use of computers, research, and statistics. Yet, both quickly became lost, viewing the two days as a waste of time. What went wrong?

Primarily the problem was one of multiple, visual tasks placing too many demands on the processing of information in the learning situation. While the hearing participants were able to look at their screens and listen to the presenter, the deaf participants had to look away from the interpreter to see the instructor’s screen or to try a procedure on their own computer. Missing one sentence of the instructions was enough to slow down or even derail learning. Watching the interpreter made it difficult to catch each action of the presenter or the projected screen.

Key Challenges:
Consolidating visual content into one device may prevent missed information and reduce the visual juggling act. Laptops, tablets, webcams, and high bandwidth connections can all be used to consolidate and conglomerate the visually important
aspects of the classroom, making them easier to access. Regardless of the student’s choice of accommodation and the source of that choice (whether the interpreter or captioner is physically present or remote) presenting it in one device along with the instructor, the presentation materials, personal annotations, and potentially other classmates will allow the student to make better use of their visual modality.

Consolidation will likely help since studies have shown that items located closer to a person’s current visual task are more easily and accurately found than items located farther away in the periphery (the eccentricity effect). Wolfe et al. offer proof that visual attention is affected by eccentricity by showing that people are more likely to notice and quicker to locate nearer items. Also, the effects of eccentricity are reduced when there are fewer distractions on the screen [51]. We may be able to further reduce clutter by giving the user control over their interface to emphasize what is most important and cut out what is not, as in WinCuts [47].

A frequent question when talking about visual interfaces for deaf learners is if deafness has an effect on visual perception. While the visual modality is clearly important for deaf students, there is no evidence that deaf people are able to make better use of vision than hearing people [31]. However, in at least one study Corina et al. have shown that deaf students are better able to redirect attention from one spatial location to another and better able to detect important motion in their periphery [13]. This is especially impressive considering that deaf people watching sign language focus on the face of the signer over 95% of the time [10].

Empowering students to design their own layout and formatting on-the-fly will be important for supporting a diverse user group with diverse needs, but it may also offer insights into future user interface design for this group.

3.3.2. Broadening Opportunities for the Best Services

“Teachers are the most important classroom ‘technology’ and students are the least utilized classroom ‘resource.’”

~ Harold Johnson, Kent State University

Problem:
Deaf students can also miss information in the classroom if that information is not properly or accurately conveyed to them. Section 3.2.1 described the importance of matching students with interpreters and/or captioners who understand and can accurately interpret for advanced, university-level content. Because students are spread so thinly, finding appropriate interpreters and captionists can be a problem.

Key Challenges:
Using high-bandwidth connections and remote interpreters and captionists would increase the pool of available accommodation for a student to choose from. Several universities and companies including Viable Technologies [48] and HandsOn VRS [21] are already pooling their resources and offering services for this type of remote assistance in the classroom. This has been especially important in the recent past for remote schools and colleges that otherwise would not have the resources to offer this type of assistance [18]. Also, the Media Access Group at
WGBH provides real-time captions for live Web events and Web conferencing [35], which could be used for online courses. Remote accommodation has also been shown to be adequate for both real-time captioning and sign language interpreting as video-based interpreting appears to be just as effective as in-person interpreting [33]. Because the system will be flexible with students' choice of accommodation, they could potentially choose an automatic speech recognition system, assuming error rates were tolerable and alternate accommodation was not available [40].

Better collaboration through the existing high-bandwidth connections between universities would allow better access to skilled interpreters familiar with specialized, university-level topics. The DHH Cyber Community project is already pooling together these types of resources. This approach will also allow different types of students to receive differing accommodations based on preference. For example, one student may prefer a remote sign language interpreter while another student prefers real-time captioning.

Relying on high-bandwidth connections may not always be an option and anytime a technology can use less bandwidth, it will be available more of the time. Our MobileASL group has developed compression techniques specific to sign language that may help reduce bandwidth usage [11]. Finally, the digital nature of videos will also have the benefit of being recorded, archived and perhaps distributed.

### 3.3.3. Reducing Barriers to Classroom Participation

"Tell me and I will forget; show me and I may remember; involve me and I will understand."

~ Chinese proverb

**Problem:**
Communication, and thus participation, in the classroom can be strained for deaf and hard of hearing students due to language barriers. Plus, events outside the classroom (project group meetings and impromptu study groups) where there is no scheduled interpreter can inadvertently exclude deaf or hard of hearing students. By the time students reach college, they are a diverse group with diverse backgrounds, knowledge, and communication/accommodation preferences. Mainstreamed students who may not have sign language skills and/or knowledge of deaf culture can feel excluded from other deaf students and sometimes stereotyped by hearing students [26]. This may further increase barriers to participation, which is crucial to academic success. A study of multimedia learning environments found that nothing affected learning more than student participation [14]. The study tested text only, text and content movies, text and sign movies, text and discussion questions, and all of these together. The only conditions to significantly affect learning were the ones involving discussion questions. Clearly, students do not learn nearly as much if they do not participate and interact in their own learning.

**Key Challenges:**
Deaf students may benefit from technological environments that put more students on equal footing. In fact, Richardson et al. found that the effects of hearing loss on
participation in distance learning courses was slight, perhaps because the asynchronous textual modalities of communication lowered the barrier to participation [43]. New “digital” classroom environments may have a similar effect, opening up new possibilities for promoting equality within the classroom.

3.3.4. Enabling Instructor Participation (buy-in):

“Teachers open the door, but you must enter by yourself.”
~ Chinese Proverb

Problem:
Instructors do not like to troubleshoot during class-time so the platform should work seamlessly with or without other technologies being used.

Key Challenges:
While the proposed technology will likely be beneficial for a wide range of classroom, meeting, study group, and other academic situations, we are primarily focusing on lecture-style classrooms for a number of reasons. First, enabling access to the most common type of pedagogy found in large university courses will make the biggest impact for deaf and hard of hearing students pursuing degrees at mainstream universities. Second, we feel that if we were to require a different type of pedagogy, use of the system would be reduced. Instructors should be able to teach in a way that is most effective for them and deaf students should be able to take any class they like, regardless of the teaching style or compliance of the instructor. Minimizing the burden on the instructor and placing more of the power and choice with the student will not only increase adoption of the technology, but will empower and increase opportunities for the student.

To summarize, people with hearing loss form a disability group very different from other disability groups. Accommodation needs can range from sign language interpretation to visual access to the speaker to text captions to FM systems and hearing aids. Clearly, a one-size-fits-all approach has a good chance of failure as different solutions will work for different students (perhaps even for different classes or situations) and flexibility and user choice will be key to adoption.

4. Related Work

Work related to the proposed technology can be divided into technology designed for typical mainstream audiences and technology designed specifically for deaf audiences, whether in the mainstream or deaf classroom.

4.1. Educational Technology (in general)

Classroom technology research aims to enhance educational experiences for all students by using technology to better engage and involve students in the classroom through active learning. Insights from this field will be incorporated into our project to better include deaf and hard of hearing students.

Electronic classroom response systems (CRSs) allow instructors to solicit feedback and results from student activities, and receive them electronically to then summarize or discuss as a class. These systems have been shown to have positive
effects on classroom participation, active learning, and conceptual understanding [23]. They also tend to encourage shy or less outspoken students to contribute more and reduce the impact of students who tend to dominate classroom interaction [39]. “Clicker” systems are a subset of CRSs that allow students to submit short responses to the instructor (such as answers to multiple choice questions or numeric answers) so that the instructor can display summaries of class responses and opinions of students [12][16][20][44] or groups of students [15]. The summaries can serve as feedback on class understanding for the instructor and can spark conversation about a given topic, but they limit students in the type of their submissions and don’t allow for anonymous, independent questions.

Systems that allow text and digital ink to be submitted to the instructor are less restrictive and better at promoting self-initiated dialog between students and instructor. The University of Washington’s Classroom Presenter uses networked Tablet PCs to allow students to electronically submit work, questions, and/or comments to the instructor who can then choose to display submissions and digital ink on lecture slides [2][30]. Ubiquitous Presenter [50] and DyKnow [6] offer similar functionality, but with a web-based interface that requires no tablet (a laptop will do). In addition to submitting questions anonymously during class, ActiveClass allows students to rate the questions of other students to bring them to the attention of the instructor [42]. Because cost barriers exist to providing all students with similar technology, Classroom Presenter also offers a version using mobile phones, a device more and more students tend to already have [29].

The digital classroom has incredible potential to better accommodate the needs of students with disabilities in mainstream university classrooms. For example, LiveNotes uses digital ink over lecture slides to encourage group conversations and cooperative note-taking during lectures [24]. This type of interaction may allow deaf students to become more involved in the note-taking process without being solely responsible for their own notes.

As academic environments become more digital, capture and retrieval introduce interesting areas to improve content accessibility. Synchronization of video feeds, digital ink, and presentation materials could result in better preservation and easier post-class access, much like eClass [8] and other classroom capture techniques [37]. One might think that classroom capture would encourage students to skip class but studies suggest that it does not. In fact, in one instance students were more likely to attend if the class was being captured. Students tend to recognize the value of interactions that occur in an in-person group class [8], which helps to relieve the worry of missing class. As deaf students juggle their visual attention during class time, the ability to re-watch parts of the class that were missed may level the playing field and ease information retention.

4.2. Educational Technology for Deaf and Hard of Hearing
Both educational technology for deaf and hard of hearing students and educational technology for a general audience are developed to encourage participation and active learning. The focus of the former is typically more on translation of speech, new interaction techniques, and eliminating visual overload.
Networking within the classroom is also utilized in educational technology for deaf and hard of hearing classrooms. Linda Burik at NTID has shown active learning benefits from using wireless laptops and a SMART board in the classroom [9]. In her system, the teacher can show the students’ work on the big class display for discussion, somewhat like Classroom Presenter but the instructor can “grab” student screens rather than receiving students “submissions.” Students keep both their own digital work and digital copies of the instructor’s notes so that participation in class and note-taking activities are one in the same.

Researchers such as Donald Beil have recognized the potential of using tablets in class to enable deaf students to take notes on top of, instead of away from, other classroom content [4]. Digital pen-based environments create further opportunities for deaf students in terms of self-notetaking as was proposed by Miller et al. using transparent video and overlaid digital ink to reduce the visual distance from the interpreter (video) and the student’s notes (digital ink) [31].

In online distance learning settings, high-bandwidth connections and streaming video are already being used to better include deaf and hard of hearing students [7]. While this use of the technology works well for distance learning, we predict that the same benefits of inclusion will occur in the physical classroom as well.

To facilitate communication between deaf and hearing students in his classes, Jonathan Schull proposed a system that he successfully uses at RIT/NTID for students to join a common, on-the-fly chat room and display text concurrently to best augment a face-to-face conversation.

4.3. Enabling Technology (a comparison)

ConferenceXP [3] and Adobe Connect [1] are two conferencing technologies that have potential for use in our work. Both enable video/audio conferencing and remote sharing of presentation slides, application windows, and even entire desktops. We will leverage their existence and stability as a foundation for our own work.

ConferenceXP, developed at Microsoft Research, provides the infrastructure for networking the Tablet PCs used in Classroom Presenter and is also used for audio and video distance learning and classroom capture. Classroom Presenter is currently used by at least 70 instructors at universities nationwide and this number is likely to grow in the future, so compatibility would ensure that the technology used by deaf and hard of hearing students will work well in conjunction with the classroom technology used by all students.

Adobe’s Connect also offers video and presentation conferencing technology that could serve as a backbone for remote connections with interpreters and captioners and sharing of in-class resources [1]. In fact, Adobe currently has an alliance with Caption Colorado (www.CaptionColorado.com) and WGBH (www.wgbh.org) to provide captions for meetings. Several universities in the U.S. are currently using Connect for remote, online distance learning. Its use as a distance-learning tool ensures that several of the components needed for in-class involvement and participation will be available.
Both ConferenceXP and Connect have released open source versions of their systems that would allow us to make the necessary enhancements needed by deaf and hard of hearing students, discussed in Section 5.

We will also leverage the high-bandwidth, reliable internet connections that exist between universities enabled through Internet2 and Cyber-infrastructure communities to provide the best quality video/audio and stable transmission.

Describing our planned use of these systems is best illustrated with a scenario. The following three scenarios are intended to convey different types of students, accommodation needs, class structures, and enabling technologies.

4.3.1. **Scenario A (Connect, Remote Interpreter)**

Sally is a deaf student at the University of Io. She is fourth-generation deaf and prefers to converse in American Sign Language. She is majoring in Psychology and taking Child Psychology 101. The class is discussion-based; the instructor tends to show slides and videos and then expects students to discuss their opinions about them. For this class, Sally is using Adobe Connect to bring in a remote interpreter from a different university who happens to hold a degree in Child Psychology.

**Figure 2: Using Adobe's Connect in Scenario A. Sally's computer screen show's the instructor's presentation, her remote sign language interpreter,**
her own webcam, and the ability to chat and take notes. The instructor has agreed to upload his slides and videos before classes start and to use the system during class. Because he only uses the power-point feature to show slides and videos, it is nearly the same process he would have used to teach (in fact he is even using the same materials as last quarter). The only noticeable different in class is that he now wears a microphone and earpiece to transmit voice between him and the interpreter. The students pass a microphone around during discussion and the instructor appreciates this added structure and enforced turn-taking.

Figure 2 shows Sally’s screen on her laptop at the beginning of class. She has access to the instructor’s slides and videos which are synchronized with his presentation. She can see both her interpreter and herself. She can chat with the interpreter and the instructor (if he checks the chat log) for example, incase the video stops working. And she has space to take typed notes. If she has a question or takes a turn in discussion, she signs to the interpreter who then voices for her. For this class, she chooses to turn the volume up on her laptop because the class is small and everyone can hear the interpreter. For larger classes, she would have the instructor repeat what he or she hears in their earpiece.

4.3.2. Scenario B (Classroom Presenter, Remote Captionist)

Bobby is a hard of hearing student at the University of Ganymede. He is majoring in Computer Science and currently taking Data Structures. He has only recently learned sign language (since he started college), so he does not yet feel comfortable with an interpreter. He prefers to use his voice to communicate and uses real-time captions during class because there are so many different vocabulary terms and acronyms in Computer Science courses and seeing the words helps him to find the topics later. He uses a note-taker because, in addition to the captions, he must watch the instructor who often writes code on the screen. Bobby has chosen ConferenceXP as a way to connect with his favorite captionist who is also a computer geek and so understands the content and is occasionally creative with ASCII art.

Luckily, his Data Structures instructor this quarter is using Classroom Presenter, so it will be easy for him to link the ConferenceXP connection he needs. All the students in class have TablePCs and submit in-class activities with digital ink. He too can create submissions and this puts him on the same level as other students. The use of tablets also gives him direct access to the notes of his note-taker. This enables him to add to the notes if he wants, but it mainly helps him refer back to the notes later because he sees them as they are created. The appearance of his screen can be seen in Figure 3.

From the instructor’s perspective, her teaching process is exactly the same. She simply wears a microphone for the captionist and tells Bobby which session to connect to so that his tablet is on the same network as all the other tablets. Bobby then gives this information to his captionist, so that he too can see the slides. Instead of walking around the room with a microphone, the instructor prefers to repeat questions asked by hearing students as she feels this is a good practice to make sure all the other students heard the question.
how about if there is a vertex between i and j? What does that mean? Well, then we know that there must also be paths between v_i and v_k and v_k and v_j, right? Any questions so far?

**Figure 3:** Using ConferenceXP in Scenario B. Bobby has the same level of involvement as all other students as they all submit activities with digital ink. He has access to a remote captioner and the digital notes created by his note-taker in class. He can chat with both his captioner and note-taker.

### 4.3.3. Scenario C (Interpreter in Class, Either Technology)

Tom is a deaf student at the University of Callisto and has attended mainstream schools from Kindergarten through high school. He prefers sign language interpreters and is accustomed to using them in class. This quarter, he is taking Intro to Biology in a huge, stadium-seating classroom. Even if he sits at the front of the class, the projected presentation is so large that he feels as though he is watching a tennis match between the screen, the instructor, and his interpreter. Instead, he sits a few rows back and uses a webcam to capture the entire front of the class. Then, he cuts out the important pieces: the instructor, presentation, and interpreter. He arranges these components on his screen so that he still has room for a chat window with a friend in class and a section for his own notes. Because the interpreter is present in the class with him, he can easily raise his hand, ask questions and interact.
5. Thesis Proposal

Existing technology has potential to alleviate some of barriers to and encourage participation in mainstream university-level academics for deaf and hard of hearing students. Designing, implementing, and evaluating technological solutions that bring many different technical and human resources into the classroom in an accessible and unobtrusive way is a challenging research problem. Technology has been shown to enhance education in the classroom and these “digital” environments open up new possibilities for leveling the academic playing field for deaf and hard of hearing students.

![Diagram of networked multimedia bring remote interpreters and captioners into the classroom.](image)

**Figure 4:** Networked multimedia brings remote interpreters and captioners into the classroom. Students have access to presentation, instructor, accommodation of choice, and their own notes. The instructor uses a microphone and earpiece and to relays audio, video, and presentation materials to the remote interpreter. Students' webcams relay questions and discussions through the interpreter to the rest of the class.

We will investigate effective ways for leveraging collaboration technologies for enhancing the participation of deaf and hard of hearing students in academic settings. The University of Washington's Classroom Presenter [2], Conference XP [3], and Adobe's Connect [1] will serve as a backbone so that technology for deaf students will be similar to and compatible with future classroom technology for all students. This technology will also be used to bridge the cultural and language gap...
between hearing and deaf students and encourage group work using text and digital ink. Given the scenario where all students are equipped with a networked Tablet PC, an additional opportunity exists for student collaboration. Finally, capture and retrieval introduce interesting areas to improve content accessibility. Synchronization of video feeds, digital ink, and presentation materials could result in better preservation and easier post-class access.

5.1. Enabling User Control of the Interface

Different accommodations will be required for different students, different classroom situations, and various aspects of the classroom will be more or less visually important for different students at different times. Flexibility in the interface will be crucial for success. We will modify existing video conferencing and classroom technology to enable students to choose the size and visual importance of each interface component. Using techniques like those found in WinCuts [47] and Facetop Tablet [36], our interface will allow students to crop, zoom, show, hide, and arrange independently, all while maintaining compatibility with technology used by other students and the instructor. To help reduce clutter on the screen, students may choose levels of transparency for video feeds and other desktop components so that overlap can occur when appropriate. Imagine an interpreter standing to the left of a public display. She occasionally references specific items from the display as the instructor is talking about them. The student may want to reduce his video feed of the interpreter to show only her signing box (upper body from waist to the top of her head) and it will be important that her video feed appears to the left of the video feed showing the public display. No interface could be expected to predict these types of scenarios and students preferences. The best solution will be to engage the student in the creation of their own academic environment in a way that adds minimal complexity to the interface.

5.2. Enabling Collaboration and Group Work

Communication, participation, and active learning in the classroom have all been shown to promote learning in positive ways. These types of activities can be difficult for deaf students due to language barrier and interpreter/captioner delay. Compatibility with other classroom technologies, such as Classroom Presenter, will assist with this. The ability to anonymously submit questions and answers to the instructor is likely to play a role in reducing barriers to participation. Additionally, we will develop mechanisms to create or access alternate channels of communication if they are available. If students in the classroom have digital-ink-based devices, students will be able to share notes much like LiveNotes [24]. Students will be able to connect to synchronous text chat channels for discussion much like in the classrooms of Schull [46]. If the deaf student has arranged to have a note-taker, the two could combine efforts by having access to the digital ink or text notes being created on-the-fly.

5.3. Enabling Capture and Later Retrieval

Because deaf students have a multitude of priorities that divide their visual attention during class, having access to a captured version of that class for review may help them to fill in missed content and parse class notes.
We will create an online repository for classroom capture if the student chooses this option. Mechanisms for both student and instructor security will be explored. We will borrow some of the tried and true techniques from eClass [8] for implementing segmentation of the recordings. For example, slide changes are a natural way to segment the video and allow students to easily access the interval of the class they are interested in. We will also explore techniques for allowing students to mark their own points of interest for later retrieval during class.

5.4. Evaluation Techniques

Evaluation of the proposed classroom technology will be an integral aspect of the project from day one. Involvement from the deaf and hard of hearing community is key to adoption, so evaluation will take the form of focus groups, participatory design techniques, and iterative design where feedback from students is incorporated into the design at every iteration.

However, implementing traditional HCI techniques of evaluation will be difficult due to a limited number of diverse users, inconsistencies in instructors’ teaching style, and technology and classroom setup. Doing studies with sustained use over several courses and several students will be impractical. For example, it would be difficult to teach the same course with and without the proposed technology because comparisons may not easily be made across a small handful of students.

Some of the most successful and influential work in the field of educational technology has studied the effects of learning, scores, participation, and student responses to questionnaires and interviews across hundreds of students and tens of years [8][24]. Interestingly, none of the studies were able to find significant results from the collections of attendance and grades (two data points that would be difficult for us to use reliably). Even 33 years of research on electronic response systems yields inconclusive results on effects of academic success, citing pedagogical practices of the instructor among other things as dominating factors [23]. The most significant and meaningful results from these studies were obtained through student questionnaires, surveys, and observations of student behavior.

Student surveys, focus groups, student and instructor artifacts, observational interviews with both instructors and students that focus on student perceived benefits seem to be the norm [6][15][20][30]. Learning improvements, test scores, and grades may not be reliable measures because evaluations “in the wild” in actual classrooms will have too many confounding factors, including variability of students, instructor’s teaching style and level of engagement, participation of other students in the class, time of day, and lecture topic. Cost/benefit analyses may be more practical than cost/effective analyses and may even result in better indicators of quality of learning and interaction with instructors and peers. Thus, we will measure impacts on classroom environment, participation rates, and subjective measures based on student perceptions.

Evaluations for the project will test the following hypotheses.
Potential Hypotheses:
1. Students will feel that using the technology in class makes lectures more engaging.
2. Students will feel they have learned more as a result of using the technology.
3. Students will participate more in classrooms when using the technology.
4. Students will feel they participate more as a result of using the technology in the classroom.
5. Students will feel that the quality of their interaction in the classrooms is improved when using the technology.
6. Some students will alter their seating behavior as they are no longer forced to sit at the front of the class.
7. Students will view the technology as a useful study tool.
8. A majority of students will voluntarily continue to use the technology after participating in the study.

In addition to these hypotheses, we will also include evaluations for some of the adverse effects that we hope to avoid or outweigh with our technology, including 1) a learning curve for the technology that distracts from learning course content, 2) in-class distractions caused by the technology, 3) increased potential for off-topic behavior. Although we should decide carefully if any effects from point 3) are in fact adverse. In light of research that suggests that attrition of deaf students is partly due to isolation, increases in communication, even if off-topic, may have more of a positive than a negative effect.

During evaluations, we will collect the following types of data. We will collect quantitative data from recording student interactions and observing student and instructor behaviors. We will also collect qualitative data from focus groups, student survey, interviews, and voluntary student feedback.

Quantitative data:
• Attendance and/or classroom participation
• Effects on note-taking behavior.
• Effects on seating behavior.
• Increased or continued use (even without study requirements) would likely imply that students see the technology as valuable.

Qualitative data:
• Students’ self-reflections on access to classroom content, note-taking behavior, participation, performance, learning experience and feeling of inclusion.
• Effects of classroom engagement.
• Students’ perception of the technology as a useful in-class tool.
• Students’ perception of the technology as a useful study tool.

We are currently collaborating with Rochester Institute of Technology (RIT), home of the National Technical Institute for the Deaf (NTID) supporting over 400 deaf students in the academic mainstream, over 120 sign language interpreters, and over 50 captioners. Evaluation of the technology will take place in mainstream classrooms at the University of Washington using both technical and human resources at RIT.
Another excellent opportunity for evaluation and feedback is the Summer Academy for Deaf and Hard of Hearing Students hosted each summer at the University of Washington. The top ten deaf college freshmen or sophomore applicants join the program to take college courses focused on introductory Java programming, computer science, and related fields. Because the academy involves mainstream courses, it presents an ideal testbed situation. Students who are interested in participating will be asked to use the technology, including a remote sign language interpreter or captioner, during class time and rate its usefulness through a series of questionnaires. Weekly one-on-one interviews will be conducted to discuss problems, suggestions, and other feedback.

5.5. Timeline

Spring 2008
- Prepare a working prototype of the classroom technology for the DHH Cyber Community Summit gathering in June 2008.

Summer 2008
- Implement and evaluate an initial version of the classroom technology locally at the University of Washington.
  - This version will be fully functional, but may not include all of the desired features, such as capture.
- Conduct evaluations with students from the Summer Academy for Deaf and Hard of Hearing.

Fall 2008
- Use feedback from the summer release to improve the design of the system.
- Create an online repository for capture and retrieval.
- Implement and evaluate the classroom technology with interpreters and captioners at RIT and students at UW.
- Execute a formal user study to determine the best digital educational environment using the classroom technology.

Winter 2009
- Iterate improvements to the system based on the results from the formal user study.

Spring 2009
- Continue to improve and develop.
- Begin longitudinal studies with UW students to investigate long term use and results of any novelty factors.

Summer 2009
- Release and evaluate at Summer Academy for Deaf and Hard of Hearing and compare results to previous summer academy.

Fall 2010
- Finish remaining analysis and research.
- Prepare dissertation and defend.

6. Conclusion

Our primary research goal is to find ways to increase involvement of deaf and hard of hearing students in university academics. With this goal in mind, we will strive to broaden the accommodation resources for students through high-bandwidth remote interpreting, reduce the visual dispersion of important in-class components...
through on-screen consolidation, and encourage in-class inclusion through new channels of communication and interaction. Solutions will be viable for traditional classroom environments as well as for lab sessions, study groups, and project meetings. And because our work will parallel that of other educational technology, we will follow universal design guidelines so that the technology used by deaf and hard of hearing students is compatible and seamlessly coexists with educational technology designed for a general, mainstream audience. By utilizing networked resources and flexible design that empowers students, we hope to create a more inclusive, easily accessible classroom environment.
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